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Abstract The one-dimensional turbulence (ODT) model resolves a full range of time and length scales
and is computationally efficient. ODT has been applied to a wide range of complex multi-scale flows,
such as turbulent combustion. Previous ODT comparisons to experimental data have focused mainly on
planar flows. Applications to cylindrical flows, such as round jets, have been based on rough analogies,
e.g., by exploiting the fortuitous consistency of the similarity scalings of temporally developing planar jets
and spatially developing round jets. To obtain a more systematic treatment, a new formulation of the
ODT model in cylindrical and spherical coordinates is presented here. The model is written in terms of a
geometric factor so that planar, cylindrical, and spherical configurations are represented in the same way.
Temporal and spatial versions of the model are presented. A Lagrangian finite-volume implementation is
used with a dynamically adaptive mesh. The adaptive mesh facilitates the implementation of cylindrical
and spherical versions of the triplet map, which is used to model turbulent advection (eddy events) in the
one-dimensional flow coordinate. In cylindrical and spherical coordinates, geometric stretching of the three
triplet map images occurs due to the radial dependence of volume, with the stretching being strongest near
the centerline. Two triplet map variants, TMA and TMB are presented. In TMA, the three map images
have the same volume, but different radial segment lengths. In TMB, the three map images have the same
radial segment lengths, but different segment volumes. Cylindrical results are presented for temporal pipe
flow, a spatial nonreacting jet, and a spatial nonreacting jet flame. These results compare very well to
direct numerical simulation (DNS) for the pipe flow, and to experimental data for the jets. The nonreacting
jet treatment over-predicts velocity fluctuations near the centerline, due to the geometric stretching of the
triplet maps and its effect on the eddy event rate distribution. TMB performs better than TMA. A hybrid
planar-TMB (PTMB) approach is also presented, which further improves the results. TMA, TMB, and
PTMB are nearly identical in the pipe flow where the key dynamics occur near the wall away from the
centerline. The jet flame illustrates effects of variable density and viscosity, including dilatational effects.
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1 Introduction

The one-dimensional turbulence (ODT) model was introduced by Kerstein in 1999 [23]. ODT is com-
putationally efficient because it only resolves flows in a single dimension. Turbulent advection is modeled
through stochastic processes that are implemented by mapping functions on the domain using triplet maps.
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In ODT, the terms “eddy event” and “eddies” are historically used to denote these stochastic mapping pro-
cesses. Eddy events occur concurrently with the solution of unsteady one-dimensional transport equations
for momentum and other scalar quantities. Eddy event locations, sizes, and occurrence rates are specified
dynamically and locally using the momentum fields that evolve with the flow. (Temperature fields or scalar
fields are also used for buoyant flows.) Because the model is one-dimensional, it is limited to homogeneous
or boundary layer flows, such as jets, wakes, mixing layers, and channel flows. These flows, however, are
extremely common in turbulence research.

While ODT does not replace other turbulent simulation approaches, such as LES or DNS, the compu-
tational efficiency of ODT, combined with its resolution of a full range of scales, make it a useful tool that
complemements traditional simulation tools. For example, LES resolves large-scale turbulent structures but
models subgrid scale processes. Such modeling, e.g., for reacting flows, is often done in a chemical state
space [9]. In contrast, ODT resolves (in one dimension) fine scale diffusive and reactive structures in the
natural physical coordinate (like DNS) but models large-scale advection.

ODT has been applied by a number of researchers to a wide range of flows. Early applications focused
on configurations such as homogeneous turbulence, wakes, and mixing layers [23,25], and utilized only
a single velocity component. Wunsch and Kerstein [54] studied layer formation in stratified flow. They
added buoyant forcing effects to the shear forces normally used to specify ODT eddy rates. A kernel
function K (with a coefficient ¢) was added to the triplet mapped velocity field to enable potential-kinetic
energy exchange. Kerstein et al. [24] generalized this use of a kernel function and extended ODT to a
vector formulation in which three velocity components are transported, with energy transfers among the
components reflecting pressure-scrambling and return-to-isotropy phenomena. Ashurst and Kerstein [2]
extended this approach to variable density flows, where an additional kernel J (with coefficient b) was
added to triplet mapped velocity components to ensure conservation of both momentum and energy in
variable density flows. These researchers also presented the formal “spatial” formulation of ODT in which
the simulation is advanced in a downstream spatial coordinate rather than in time, as is done in the
“temporal” ODT formulation. These advancements have facilitated ODT’s application to more complex
flows, including combustion in jets [10,15,16,43,34,32,21] and fires [17,18,49,45,39], particle flows [46,52,
14,51], and subgrid modeling for LES [5,48,47].

All of these simulated flows (and others not cited) used the planar formulation of ODT, even when
comparing to experiments of cylindrical configurations. This comparison is reasonable for round jets because
the Reynolds number is axially invariant in both constant-property spatial round jets and constant-property
temporal planar jets [51]. To compare temporal ODT simulations to spatial experimental simulations,
however, time on the ODT line must be converted to experimental axial spatial locations. This is normally
done using a mean line velocity (such as the ratio of the integrated momentum flux to the integrated mass
flux) [51], but this implies that all fluid parcels on the line have the same axial location time history. This
assumption is not ideal for phenomena that are sensitive to time history, such as soot formation, flame
extinction and reignition processes, and particle-turbulence interactions.

These limitations in applying the planar ODT formulation to cylindrical flows motivate the work pre-
sented here. In this paper, we extend the ODT model from the planar formulation to cylindrical and
spherical formulations. There have been some previous efforts to implement cylindrical and spherical ODT
formulations. Krishnamoorthy [27] implemented a cylindrical ODT formulation and applied the model in
pipe and jet configurations. Lackmann et al. [28] implemented a spherical formulation of the linear eddy
model (LEM) for engine applications. Here, we give a detailed description of cylindrical and spherical for-
mulations of ODT. While the spherical formulation is included for completeness, we focus on the cylindrical
formulation because it is most directly applicable to current and previous ODT research efforts. We defer
to the literature for much of the existing ODT model formulation, e.g., [2,24,33], and focus on the new
cylindrical and spherical geometries. For completeness, however, we include a summary of the ODT model
formulation. We present results for the cylindrical formulation applied to a pipe flow, a round nonreacting
spatial jet, and a round jet flame. A more detailed study of pipe flow than is possible in this paper is pre-
sented by Medina et al. [36]. Nevertheless, pipe flow is revisited in the present study because it is a useful
case for exhibiting the effects of some of the refinements of the cylindrical formulation that are introduced
here.

2 Cylindrical and spherical ODT formulations

Since we are emphasizing the model for cylindrical flows in this paper, we will only refer to the cylindri-
cal formulation, while the spherical formulation is implied. Physically important spherical flows occur in



Fig. 1 Schematic diagram of cell volumes for planar (top), cylindrical (middle), and spherical (bottom) formulations.

geophysical and astrophysical fluid dynamics, including flows in planets and stars, e.g., spherical Rayleigh-
Benard convection [12].

The new formulation affects the two primary aspects of the ODT model: (i) the specification of the eddy
events through triplet maps and (ii) the one-dimensional evolution equations for transported quantities.
Since ODT models turbulent advection solely through the eddy events, the evolution of the transport
equations amounts to the solution of unsteady, one-dimensional partial differential equations that include
diffusive and source terms. The sequencing of these operations during ODT advancement is described in
Appendix A.

In the following, we will take = to be the line-oriented direction, while y and z are off-line directions.
For planar and cylindrical geometries, y is taken to be the streamwise and axial directions, respectively.
For cylindrical and spherical geometries, we will take x to be negative left of the origin and positive right
of the origin.

We present the ODT model in terms of a discrete finite-volume formulation with grid cells (control
volumes) defined by their face locations and cell positions located midway between the faces. For consistency
with [33], we will refer to the left and right cell face locations as west and east, with subscripts e and w,
respectively. Considering discrete grid cells also facilitates the description of the eddy events in the next
section. Fig. 1 shows schematic diagrams of control volumes for the three geometries considered. A, and
Ay are the face areas perpendicular to the x and y directions, respectively; lengths L, and L, are also
shown. In cylindrical and spherical configurations, the domain is interpreted as double wedges or double
cones of arbitrary angle 6 or solid angle @, respectively. Note that x and r are synonymous. (In the spherical
case shown in the figure, the radial coordinate is shown, but the two angular coordinates are not explicitly
shown.) For positive cell faces located at z ¢, and z ., the cell volumes for planar, cylindrical, and spherical
configurations are V, = L“’ILZ (Tfe—Tpw) Ve = Lge (w?«e — a:?c’w), and V, = %(x?cye fx?c,w). When defining
volumes on the one-dimensional domain, we can use arbitrary cell side lengths L, and L. in the y and z
directions, as well as arbitrary angle 6 and solid angle ¢. These quantities are ultimately normalized out of
the formulation and results since ODT outputs and time advanced properties are intensive quantities. In
general, we have

%(1’?,5 — 5 4) ifxy., >0,
V = %(|-Tf,w|c _ |J,‘f,5|c) if Tie < 0, (1)
%(|mf,w|c+$?c’e) ifl‘f’w <0< xfe,

where ¢ is 1, 2, or 3, for planar, cylindrical, and spherical, respectively. For the second case in Eq. 1, for
negative ¢ ., the positions of ¢ . and x ., are reversed due to symmetry about the origin. The third case
corresponds to a cell that contains the origin, in which case the volume is the sum of the wedge (or cone)
volumes on either side of the origin.

In planar and cylindrical geometries, the areas A, in Fig. 1 are their respective volumes divided by Ly,.
For a positive face position xy, the face areas A, are given by L,L., L,0xy = L,0r, and @x?c = &r? for
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Fig. 2 Schematic diagram of a cylindrical triplet map. The map region is shaded. There are three grid cells before the
triplet map, and nine cells after. After the triplet map, the three map images are separately shaded; each image of a given
pre-map cell has the same volume (one-third the original volume). The nine final cells are labeled by the cells from which
they originate.

planar, cylindrical, and spherical, respectively. In general, for arbitrary Ly, L., 6, and @, we take

Aw = oy 2)

2.1 Eddy events
2.1.1 Triplet map A (TMA)

In the planar formulation of ODT, turbulent advection is modeled using stochastic, instantaneous eddy
events. Within an eddy event, advection is implemented using the so-called triplet map [22]. (Other oper-
ations performed during an eddy event are discussed in Sec. 2.2.)

The triplet map is defined as follows. A region of the domain is selected such that zo < =z < xo + I,
where x¢ is the location of the left edge of the eddy and [ is the eddy size. For a given scalar profile in
the eddy region (such as a momentum component), three images of the profile are made. Each profile is
compressed spatially by a factor of three and lined up along the domain in the eddy region. The middle
copy is then spatially inverted (mirrored). This is applied to all transported properties. The triplet map
is strictly conservative of all quantities and their statistical moments, and property profiles (though not
property gradients) remain continuous. The triplet map increases scalar gradients and decreases length
scales consistent with the effects of turbulent eddies in real flows. The maps are also local in the sense that
scales decrease by a factor of three. Subsequent eddies in the same region will further decrease the scales
by this factor, resulting in a cascade of scales. Eddy rates depend on the eddy size and the local kinetic
energy field such that the eddy events follow turbulent cascade scaling laws.

For cylindrical and spherical flows, the triplet map formulation is modified. This can be done in several
ways. In the first approach, here denoted TMA, we proceed similarly to the planar case, but rather than
split the eddy region into thirds by distance, we split the eddy region into thirds by volume. These are
equivalent for the planar case, but not in the cylindrical or spherical cases.

Fig. 2 is a schematic of a cylindrical eddy in the right half of the domain. The triplet-map region initially
contains three cells labeled ag, Bo, and 7. The post-triplet-map state has three images of the original profile
(three copies of the original three cells), and each image (and each cell within) has one-third of its original
volume. Note the spatial inversion of the middle image.

The triplet map is implemented by specifying its effects on the cell locations and the cell contents.
Before the map, the volume of each cell is recorded. The number of cells in the eddy region is tripled during
the map, facilitated by an adaptive grid [33]. The locations of the edges of the eddy are unchanged by the
map. The new interior cell face positions can then be computed sequentially from one edge of the eddy to
the other. For example, we can march eastward from the west edge using the solution of Eq. (1) for the
location ¢ . of the east face of each successive cell, namely

(a:;’w + cFVV)l/C if xg >0,
.CL‘f76 == —(‘.Z‘f,w|C—CFVv)1/C if.Z'f’e S 0, (3)
(—|@ |+ Py V)Y if 2y, <0< aje.
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Fig. 3 Illustration of the effects of versions TMA and TMB of the cylindrical triplet map on the originally linear profile
connecting the ends of each curve. Thick curves are mapped property profiles. Vertical dashed lines mark the radial 1/3
and 2/3 positions of the maps.

Here, Fy is a fractional multiplier of the volume under the triplet map (Fy = 1/3 for TMA). Note that,
while shown in Fig. 2 for simplicity, the initial radial (z) intervals of cells ao, Bo, and o do not need to
be equal. Also, the edges of the triplet map do not normally coincide with cell faces; in that case, only the
portion of a cell contained within the triplet map region is modified by the map. In Fig. 2, the interior cells
a and ~y after the triplet map would have one-third the volume of the portion of the respective original cell
that was within the map region.

Some additional algebraic complexity arises if an eddy edge or a boundary between post-map images
is contained within the interior of a cell. Indeed, these locations do not typically coincide with cell faces.
Conceptually, this is handled by assuming the insertion of virtual cell faces at the eddy edges and image
boundaries, which reduces these cases to the treatment that has been described.

Relative to the planar case, the cylindrical triplet map tends to stretch profiles nearer to the origin and
compress profiles farther from the origin since the volume per unit radial distance is larger at higher radial
distance (see Fig. 3 below).

2.1.2 Triplet map B (TMB)

An alternative triplet map, denoted TMB, is also considered. Rather than define the three images on an
equal volume basis, the three images are defined on an equal radial interval basis. The volume fraction of
each image is then computed using the volume-position relations in Eq. (1), where the positions z; are the
eddy edges, or the 1/3 or 2/3 image boundaries, and the image volume fractions Fy are then outputs rather
than inputs. Using TMA, the volume fractions of the three images were each 1/3. TMB is implemented
in much the same way as TMA, but the cell volume V' in Eq. (3) is multiplied by the appropriate volume
fraction Fy for the given image that the cell is mapped to rather than 1/3. Conservation is maintained
since the volume fractions of the three images in TMB sum to unity.

A schematic of the action of TMA is shown in Fig. 2, where, for the 3 cells (for example), V3, = V3, =
Vs, = Vg, /3. For both TMA- and TMB-type triplet maps we have Vg, + Vs, + Vg, = Vj3,. However, for
a TMB-type map, Vg, volume in Fig. 2 would be smaller than Vjs,, and V3, because the left image would
have a smaller outer radius.

Figure 3 illustrates the effect of TMA and TMB on initially linear profiles in a cylindrical configuration.
Three maps TMA and TMB are shown at three radial locations. The vertical dashed lines are guidelines
indicating the interior 1/3 and 2/3 positions of the maps. Note that these positions coincide with the high
and low peaks for TMB, but not for TMA. Compare the left and right image of the middle TMA and TMB
maps in Fig. 3. The left image of TMB is narrower (radially) than in TMA, and the right image of TMB
is wider (radially) than in TMA; the resulting cell volumes in the left image of TMB are smaller than in
TMA, and cell volumes in the right image of TMB are larger than in TMA. The stretching of TMA in
reference to the location of the peaks relative to the 1/3 and 2/3 positions becomes less significant with
increasing distance from the origin.
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Fig. 4 TMA and TMB for maps centered on the origin for initially linear property profiles.

Both TMA and TMB exhibit nonlinear profiles within each of the three map images in Fig. 3. In this
discussion, the nonlinearity occurs in relation to the initially linear profiles, which are used to illustrate a
simple case. In general, the initial profile will be arbitrary. For planar flows, the three images are linearly
compressed images of the initial profile; TMA and TMB result in identical mappings. In cylindrical and
spherical flows, the three images exhibit some geometric distortion, as exhibited in Fig. 3. TMB reduces
the geometric stretching compared to TMA in the sense that the three map images in Fig. 3 each have
the same one-third radial segment lengths. The profiles within the segments are still stretched relative to a
planar triplet map (whose image profiles would be linear in Fig. 3) and this is most notable near the origin
at ¢ = 0.

Figure 4 shows triplet maps centered on the origin for initially linear profiles for TMA and TMB. As
expected, these maps are symmetric. Interestingly, the center image in each map preserves the linearity of
the initial profile. This linearity is a consequence of the symmetry about the origin. In the center image,
the (positive  or negative z) volume enclosed at any position is computed from Eq. (1) with z7; = 0.
For example, for positive z, if a pre-map position is zpre, the volume is Vjre = %(xf)re —0). The post-map
volume is Fy Vpre, and the post-map position from Eq. (3) is Zpost = (0 + cFy Vpre )/ ¢ = F‘I/C:Epm, where
Fyv was defined above as the fraction applied to the volume for the given image (F, = 1/3 for TMA).
Hence, the post-map positions in the center image are proportional to the pre-map positions, resulting in
a linear profile.

The center image through the origin in Fig. 4 is linear with nonzero slope as discussed above. This is
in contrast to the post-map image through the origin shown in Fig. 3, where the profile at the origin has
zero slope. This zero slope is due to the infinite compression there, which does not happen for the special
case of Fig. 4. This flattening at x = 0 in Fig. 3 is a signature of the so-called “geometric lensing” effect,
which is discussed further below.

2.2 Eddy selection and implementation
2.2.1 Eddy implementation

As explained in Sec. 2.1, advection is implemented within an eddy event using the triplet map. Additionally,
ODT velocity component profiles are modified during the eddy event. This reflects the difference between
flow evolution and scalar evolution. A conserved passive scalar, for example, is subject only to advection
and diffusion. In ODT, molecular diffusion is advanced in time during the time intervals between eddy
occurrences, as elaborated in Sec. 2.3 and Appendix A. Therefore, during an eddy event, conserved passive
scalars and, more generally, properties other than velocity components, are subject only to the triplet map,
but velocity profiles, as well as being triplet mapped, are subject to an additional modification. This reflects
the fact that moment advancement involves pressure—gradient forcing (and possibly other body forcing) as
well as advection and viscous transport, the latter of which is subsumed in the abovementioned treatment
of molecular diffusion.



Unlike advection, which displaces fluid without changing its internal state, body forcing changes the
fluid’s internal state. This change can include quantities other than velocity; such effects are minor and
therefore omitted for flow regimes considered here but included in a previous ODT formulation [20]. How-
ever, velocity profiles require modification during eddy events in order to enforce momentum and energy
conservation in all situations and capture additional relevant phenomenology.

On this basis, the velocity change during an eddy event is symbolically denoted

wi(z) = ui(x) + ;K (x) + biJ(x). (4)

Here and in the remainder of the model description, it is convenient to denote velocity components using
subscripts. Pre-triplet map velocity components are denoted as u;(z), while u,(x) and other primed quan-
tities below refer to post-triplet map quantities. K (z) and J(z) are kernel functions, akin to wavelets, that
are not uniquely prescribed by conservation laws. It is convenient to define K (x) as the displacement of a
point from its initial position by a triplet map and to let J(z) = |K(x)|. ¢; and b; are coefficients set by
the constraint that momentum and energy are conserved, incorporating external sources and sinks where
applicable.

For planar geometry, the definition of K (x) specializes to [2,24]

3(x — o) if zo Sxﬁxo—l—%l,
21 — 3(z — x0) ifa:o—i—%lgxgzro—i—%l,
3(x — xo) — 21 ifavo—i—%lgmgmo—i—l,

T — X0 otherwise.

K(z)=2z—x0— (5)

In practice, K(z) is evaluated from map-induced displacements of cell centers so that a single numerical
procedure holds for all geometries (planar, cylindrical, and spherical) and both triplet map types (TMA
and TMB).

Let @; denote the available eddy-integrated kinetic energy of component ¢; in other words, Q; is the
maximum energy extractable by adding arbitrary multiples of the K and J kernels to the triplet-mapped
component ¢ velocity profile, subject to momentum conservation. The total available kinetic energy,

is a key input to the eddy selection process described in Sec. 2.2.2. Ey;, is a natural basis for eddy selection
because any coupling of the eddy to an external energy sink that exceeds FEjy;, should be energetically
forbidden, thereby preventing eddy implementation.

Momentum conservation allows b; in Eq. (4) to be expressed in terms of ¢; and given quantities. To
evaluate @;, the eddy-integrated kinetic energy is evaluated for ¢; = b; = 0 and for the value of ¢; that
minimizes the eddy-integrated kinetic energy. By definition, @; is the former minus the latter. Following
[2], but using a more general notation applicable to the three coordinate systems used here, this gives

Qi =5 (7)



where

P = u; px — Aui pr, (8)
1

S= 5(142 + Dpxr — Apk, (9)
PK

A= PE 10

pJ (10)

PK = / P K dV, (11)
%

pr= [ drav, (12)
%

prx = [ KV, (13)
%

prs = [ FEKIAV. (14)
v

Ui, pK :/ ugp/KdV, (15)
%

Ui, pg = / uip' J dV. (16)
v

All quantities in the integrands above depend only on z, and the indicated volume integration subsumes
the x dependence of volume increments, as implied by specialization of Fig. 1 to infinitesimal z increments.
The integrals are numerically implemented as sums over the grid cells in the eddy region, with dV replaced
by cell volumes, evaluated using Eq. (1). The planar expressions in [2] are recovered by expressing dV as dx
times a fixed value of the nominal cross-sectional area A, shown in the top diagram of Fig. 1 and absorbing
Az into the definition of the density p.

As in [2], the cases considered here involve no external sources or sinks of energy or momentum, so
conservation laws do not mandate nonzero values of ¢; or b; in Eq. 4. They are nevertheless assigned
nonzero values in order to capture fundamental turbulence phenomenology that is central to the applications
considered here, later illustrated by the case of turbulent pipe flow. In the present simulations, turbulent
pipe flow is initialized with nonzero velocity only in the streamwise direction. For ¢; = b; = 0, the ODT
pipe flow simulations would never produce nonzero velocities in the other directions or increase the energy
content of those velocity components even if they were initially nonzero. The role of kernel application in
this context is to enable the appropriate transfer of energy to those velocity components from the streamwise
component, reflecting well-known pressure-scrambling and return-to-isotropy phenomenology.

Conservation laws and the plausible requirement that the mechanism of energy transfer among velocity
components is invariant under relabeling of components [24] constrain the coefficients b; and ¢; such that
they obey [2]

bi = 7CiA, (17)
ci = % (—Pi + sgn(Pi)\/(l —a)P? + %(Pj2 + P,?)) . (18)

Additional modeling is needed to select the value of  within its allowed range 0 < o < 1. For this purpose,
the tendency to recover isotropy is modeled here by requiring Q1 = Q2 = @3 upon the completion of an
implemented eddy, which implies o = 2/3. (Other choices of « likewise induce this tendency to varying
degrees, and in some cases it is advantageous to choose a different value [24].)

2.2.2 Temporal formulation of eddy selection

The eddy selection process has been previously described in the literature [2,33,51]. Here, we provide a
summary and some discussion related to the cylindrical and spherical implementations. The discussion here
parallels that in [51].

Eddy events occur concurrently with the solution of the unsteady transport equations and are imple-
mented instantaneously as triplet maps. Each eddy is parameterized by the position of its left edge zo and
its size . An eddy rate Ae(zo,!) is associated with every possible eddy on the domain, and this rate is de-
pendent on local momentum, density, and viscosity profiles on the line. The rate is taken to be Ae = 75 172,



where 7. is an eddy timescale, defined below. The rate of all eddies on the line is A = ff Ae(xo, l)dzodl.
We can then form an eddy probability density function (PDF): P(zo,1) = Ae(z0,1)/A.

In principle, eddy occurrence times can be sampled based on Poisson statistics with mean rate A where
the corresponding eddy position ¢ and size [ are sampled from P(zq,!). In practice, however, A and P(zo, )
are continually evolving, implying prohibitively expensive re-evaluations at each ODT evolution step that
are exacerbated by an expensive numerical inversion required for each sampling from P(zo,[). Instead, an
alternative sampling procedure is used, as described within a discussion of various details of ODT time
advancement in Appendix A.

The eddy timescale 7. is computed as in [2], and we extend the treatment to cylindrical and spherical
flows. The equations below apply to the temporal ODT formulation, and modifications for the spatial ODT
formulation follow in Sec. 2.2.3. 7¢ is given by

1 2 KK
Te \/ﬁKKV;l? (V;lQEk ZE”p) (19)

where FEj;, is kinetic energy, Ve is the eddy volume, and KK = fv K?dv.
The expression for 7. in Eq. (19) follows from the scaling

1 112
FErin o< —mv? —pVe

—. 2
2 2 T2 (20)

For variable-density flows, p in Eq. (20) is replaced with pxx = pxx /KK, which appears in Eq. (19).
pr K is a form of weighted density averaging that is motivated by a heuristic analogy between the triplet
map and variable-density eddy kinematics [2]. Other factors in Eq. (19) follow previous conventions [3] and
affect mainly the assignment of model parameters.

Z Eyp is a viscous penalty that is subtracted from El;, in Eq. (19). This term acts to suppress unphys-
ically small eddies. The viscous penalty energy is given by

Ve fi
Here, pe, and fie are eddy volume averages of density and dynamic viscosity, respectively. This follows from
application of the scaling in Eq. (20) to F,, followed by generalization to variable-property flows. To obtain
an energy scale corresponding to the eddy motion that is marginally balanced by viscous damping, 7 in
Eq. (20) is taken to be I?/v = 1?p/p, where v and p are the kinematic and dynamic viscosities. This value
of T corresponds to an eddy whose turnover time is comparable to the time required for viscous dissipation
of the eddy motion.

Z is the viscous penalty model parameter, and C is the eddy rate model parameter. C' and Z are
adjustable parameters set by the user. Simulation results are sensitive to C' since it directly scales the rate
of turbulence evolution. Free shear flows, such as jets, wakes, and mixing layers, are generally insensitive
to Z, but Z is important in near-wall flows, such as channel and pipe flows [48].

In order to suppress unphysically large eddies, which may occur in the eddy sampling procedure and
adversely affect turbulent mixing, which is dominated by large eddies, a large-eddy suppression mechanism
is often included. Several large eddy suppression models have been used [2,10,15]. For constrained flows,
such as pipe or channel flows, a simple fraction of the domain length is sufficient. For free shear flows, such
as jets, the elapsed time method is preferred, in which only eddies satisfying ¢ > [j.s7e are allowed, where
Bies 1s a model parameter, and ¢ is the current simulation time. In the spatial formulation, these times ¢
and 7. are replaced with lengths, as described in the next section.

2.2.8 Spatial formulation of eddy selection and implementation

The evolution equations for the spatial ODT formulation are presented in Sec. 2.4.1. Those equations have
the form of steady-state parabolic boundary layer equations. The ODT line evolves downstream in a spatial
coordinate rather than evolving in the time coordinate as is done in the temporal formulation. The spatial
formulation applies to planar and cylindrical flows. In the temporal formulation, the integrals presented in
Egs. (11-16) are evaluated over the volume along the line. In the spatial formulation, dV is replaced by
vdA, and the integrals are performed over area (Ay) along the line. v is the streamwise (off-line) velocity,
and dA is a differential area in the plane perpendicular to the streamwise y direction. That is, integrals over
dV versus vdA represent volume versus volume rate integrations in the temporal and spatial formulations,
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Fig. 5 Normalized inverse eddy timescale 7o % versus normalized position for three triplet map variants based on linear
velocity profiles in x.

respectively (see Sec. 2.4.1). Epip in Egs. (6, 19) has units of energy per time (kgm?s™3) in the spatial
formulation. In Eq. (21), Ve is replaced with ©cAy ., where ¥¢ is the Favre averaged velocity in the eddy
region and Ay e is the eddy area in the plane perpendicular to the streamwise direction. In doing this, we
are replacing a measure of the mass m = p.Ve in the eddy region with a measure of the mass flow rate
m = peAy, Ve in the eddy region.

In the spatial formulation, the line is advanced in the streamwise y coordinate rather than in time, so
1/7e is divided by ¥, giving it units of inverse length. Likewise, eddy sampling in the time advancement
scheme described in Appendix A is converted into a spatially advancing treatment by replacing the eddy
sampling time increment Ats in Eq. (44) by a spatial increment Ays. The eddy rate distribution is modified
accordingly.

2.2.4 Eddy timescale profiles

Here we compare the eddy timescales in the temporal, planar, and cylindrical formulations. Figure 5 shows
profiles of 7.1 (which is proportional to the eddy rate) for TMA, TMB, and a planar triplet map. In
evaluating these profiles, 7. ! was computed at each point using an eddy of constant size [ centered at the
given point. A simple linear velocity profile is used, and the same profile is used in each eddy region at each
evaluation point. In Fig. 5, 7¢ ! is constant for the planar map, and the cylindrical maps are normalized by
this value. The domain is scaled by the eddy size used so that the scaled plot is independent of the eddy
size. For TMA and TMB, 7. ! departs from the planar case within about two eddy sizes of the centerline.
The departure is due to the geometric stretching of the cylindrical triplet maps, as noted in Figs. 2 and 3.
The maps TMA and TMB have similar 7, ' profiles, but the central spike in the profile shown in Fig. 5 is
significantly lower for TMB than for TMA.

The difference in 7. ! for the cylindrical and planar triplet maps suggests the use of a planar formulation
for evaluating 7, ! in an otherwise cylindrical flow. While a planar formulation may be used for evaluating
7.1 the actual implementation of the eddy would use the cylindrical formulation. This is possible because
the evaluation of 7. ! is independent of the actual implementation of an eddy and the associated velocity
redistribution through kernels. We proceed as follows. In the calculation of 7, ! at a given location yo with
a given eddy size [, we make a copy of the ODT line that contains only the eddy region and the ODT
variables needed for the 7. ! calculation (velocity components, density, and viscosity). We call this the eddy
line and implement a planar eddy on the line; the K kernel is evaluated using its analytic form in Eq. (5).
Finally, 7o ! is computed with all integrals performed assuming a planar geometry. If an eddy is accepted,
then the eddy is implemented as a cylindrical eddy. That is, TMB (or TMA) is applied to the ODT line
in the eddy region, kernel coefficients ¢; and b; are computed in a cylindrical geometry with cylindrical
integrations, and the kernel contributions to the velocities are applied. In evaluating the kernel, Eq. (5) is
again applied, although different versions could be used. For example, defining the kernel directly in terms
of fluid particle displacement under the cylindrical triplet map could be done. This hybrid planar-TMB
approach (PTMB) allows eddy selection based on a different timescale evaluation than for the implemented
eddies. The difference would be of the magnitude shown in Fig. 5.
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In summary, three triplet map approaches are considered in cylindrical and spherical flows for selection
and implementation of eddy events: TMA, TMB, and PTMB. For TMA and TMB, the kernel is defined in
terms of cell displacements. For PTMB, the kernel is defined as in Eq. (5). Results of these approaches are
compared in Sec. 3.

2.3 Temporal evolution equations

This section summarizes the temporal evolution equations for transported quantities solved between eddy
events. These equations represent a Lagrangian finite-volume formulation that is implemented in con-
junction with an adaptive mesh. The Lagrangian formulation differs somewhat from standard Eulerian
finite-volume approaches, notably in the form of the continuity equation and the absence of advective
fluxes. The equations and a discussion of some of the subtleties related to the one-dimensional cylindrical
and spherical formulations of ODT are given here.

continuity:
pV = constant, (22)
species:
dYy _ _jk,eAx,e — JkwAzw N %’ 23
dt pV P
momentum:
@ _ 7Tu7eAm,e — Tu,wAz,w o)
dt pV ’
d ’L)EAZEe_ ’L)’UJA(E'LU 1d]5 — Poo
o _ _Tvedse = Towdew  1dP | (p=peo)g (25)
dw Tw eAa: e — Tw u;AI w
o , ’ 7 26
dt pV ’ (26)
energy:
dh eAe — quAw | 1dP
dh __geAe —quAu | 1dP o
dt 1% p dt

In these equations, V is a cell volume, A represents cell face areas, p is mass density, Y} is mass fraction
of species k, ji is species mass flux, m}’ is the species mass source per unit volume, 7 is viscous stress,
and g is gravitational acceleration. Momentum components u; are denoted u, v, and w here, and P is the
thermodynamic pressure. For planar and cylindrical geometries, u refers to velocity in the line-oriented =
direction, v is the streamwise velocity, and w is z-directed for planar geometries and nominally azimuthal
for cylindrical geometries. There are no fully analogous interpretations in the spherical formulation. In the
energy equation, h is enthalpy and ¢ is heat flux.

Equations (22-27) were derived from the Reynolds Transport Theorem [6], which for some scalar per
unit mass 3 is

d d
—/ pBdV = —/ pBdV +/ pBur - ndA. (28)
dt Jo dt o i
Here (2 is a Lagrangian system defined by a marked mass of fluid that can be total mass or the mass of a
given species, and IT is its boundary surface. {2 and II refer to the control volume and surface coinciding
with the system at a given instant. Also, n is a unit normal vector pointing out of the boundary and ugr
is the relative velocity between system and control volume boundaries ur = ug — upy. When applied to
a grid cell control volume, assuming constant properties on cell faces and within the cell volume, Eq. (28)
yields the following generic transport equation for 3,

% _jB,eAI,e 7j5,wAa:,w S,B

dt oV v (29)
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where Sj3 is the Lagrangian source term from the conservation law for § (the term on the left-hand side of
Eq. (28)), jg = pBug,r is the diffusion flux of 8, and we have divided through by pV = constant, Eq. (22).

In the continuity equation, 5 =1, jg = 0, and Sz = 0. In species equations, 8 = Y;, and Sg = fQ my'dV.
In the momentum equations, 5 = u;, jg = 0, and Sg = — fH(Zf’(S + 1) -ndA+ [,(p — poc)gdV, where &
is the unit dyadic, and 7 is the viscous stress tensor. In the energy equation, 8 = ¢ = h — P/p, jg = 0,
and Sg = Q + W =— fn q-ndA — fn Pn - updA from the first law of thermodynamics. These relations
correspond to Eqs. (22-27) when integrated over the control volume, but they are also useful for describing
the spatial evolution equations in cylindrical coordinates below.

In the Lagrangian formulation, the continuity equation reduces to a statement that the mass in any grid
cell is constant. In constant density flows, the cell volume is constant, and there is no in-line dilatation. In
flows with dilatation (e.g., flows with heat release), the cell volume changes in order to maintain constant
mass in the cell. This constraint specifies the cell size but not the cell location. In a one-dimensional
domain with a fixed boundary, the cell volume changes uniquely determine the displacements, and hence
the locations, of all cells. Open domain flows like jets and mixing layers need special treatment. Planar flows
are treated as in [33], in which the center of the expansion for any given time step is kept fixed so that there
is equal volume expansion on either side of this expansion center. However, this is conceptually problematic
for cylindrical and spherical ODT formulations due to the “geometric lensing” effect of x-dependent cell
shape that magnifies displacements through the origin. (This was referenced above in Sec. 2.1.2.) For these
flows, expansion or contraction occurs separately on either side of the origin; that is, the cell fluid at the
origin is fixed.

Outflow due to expansion is treated by splitting any displaced cell that contains a domain boundary and
then truncating the domain to discard regions outside the boundary. Inflow due to contraction is treated by
expanding the boundary cell faces to the location of the domain boundary, which proportionately increases
the mass in those cells for the given density. Alternatively, a new cell can be formed that extends to the
domain boundary and uses boundary conditions to determine the cell property values. Further discussion
for closed domains is given below.

In the momentum equations, Eqgs. (24-26), poo refers to the density of the ambient fluid in the buoyant
source term. P is a prescribed pressure field (if used), which is not a dynamic variable in the ODT model.
(Note that compressible ODT formulations are possible and have been implemented [20,43].) The pressure
gradient source term is considered only in the streamwise direction. Viscous stresses 7 are modeled as

du dv dw
Ty = _#%7 Tv = _,LL%, Tw = —,U,%, (30)

where p is the dynamic viscosity. These consitutive relations account only for the radial contribution to
the stresses, which are assumed dominant.

Note that the velocity components u, v, and w are carried in ODT for the specification of the eddy
events and as the model prediction of the flow field, but they are not advecting since advection processes
are modeled through the eddy events.

In the energy equation, Eq. (27), only pressure work is included; kinetic energy and viscous dissipation
are neglected. While not shown, energy source terms, such as from radiation, could be added. The pressure
term in Eq. (27) arises in constant or constrained volume ideal gas flows (e.g., piston engines). This term
is treated as in [33] and derived in Appendix B, with some extensions and minor corrections. The dP/dt
term is not needed in the three simulations discussed in this paper.

While the continuity, species, momentum, and energy equations are shown above, and are common in
ODT simulations, other transport equations may be included as needed. Examples include soot moments
and mixture fraction transport equations.

2.4 Spatial formulation of cylindrical ODT
2.4.1 Governing equations

In the temporal formulation of ODT, the one-dimensional line evolves in a time coordinate. In the spatial
formulation of ODT, which applies to 2D flows at steady state, the one-dimensional line evolves in a
downstream spatial coordinate. Spatial ODT is applied to planar or cylindrical flows; there is no spatial
analog for spherical flows. The evolution equations are parabolic boundary-layer equations that admit
solution by a marching algorithm in the downstream coordinate using the same formulation as applies
for marching in the time coordinate in the temporal formulation. In spatial ODT, the ODT line is in the
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cross-stream direction for which gradients are high, and the evolution direction is streamwise. As usual for
boundary-layer flows, we assume that axial transport is negligible relative to cross-stream transport. While
the flow is assumed to be steady-state with respect to the evolution equations, instantaneous stochastic
eddy events are still applied, as described in Sec. 2.2.3, and will differ for each flow realization. So despite the
nominal steadiness of each flow realization, an ensemble of such realizations is analogous to an ensemble
of instantaneous physical flow states with regard to the statistics that can be gathered, a consequent
restriction being that time-history information is not available. In contrast, temporal ODT captures time-
history information but provides a lower-dimensional representation of spatial structure.

The spatial formulation of ODT was described in [2,33] for planar flows. The derivation for cylindrical
flows is given here. In this derivation, we will use r in place of x for clarity. The Reynolds Transport
Theorem Eq. (28) at steady state in terms of Sg is

Sﬁ = /ﬁpﬁuR -ndA. (31)

The Gauss Divergence Theorem is applied and we write the volume integral over 7, y, and 6. The integral
over 0 gives an arbitrary 6 factor, and derivatives with respect to 6 are zero. The y component of ug is v,
and we use jg = pBur, giving

—

We differentiate this equation with respect to y, reflecting the parabolic nature of the flow in the y direction.

/' %3(jﬁ7‘)rd?ﬁdy. (32)

rdrdy + 9/ j p

Y

dSp A(ppv)
_ = 0
/r Y

1 9(jp7)
ay 5 rdr + 9/T ;7rdr. (33)

or

This equation is multiplied by the factor L,, the integrals appearing are performed over the region of a
control volume, and the result, rewritten in terms of the cell volume and face areas, Egs. (1,2), is

OB — v = GpaArin] + 1y (34)
Refer also to Fig. 1. The continuity equation for spatial flows gives

pvV = constant. (35)
Dividing Eq. (34) by pvV gives

A8 _ _jseAre = jseArw | Ly dSp (36)

dy pvV ooV dy

This generic spatial equation is the analog of the temporal version in Eq. (29). Here, we use d/dy instead
of d/dt, and the RHS has an extra factor of 1/v. The source term L,dSs/dy can be replaced with the
source terms for species, momentum, and energy given above. In those source terms, d/dy collapses the y
components of volume or area integrals in Sg, but those y components are recovered with the L, factor.
v is nonuniform on the line, and its value implies the local residence time for a given parabolic streamwise
advancement. Importantly, the streamwise velocity in the denominators of the terms in Eq. (36) requires
that v always be nonzero and positive. This restriction is due to the parabolic boundary-layer equations
being mathematically inconsistent for negative v. This was discussed in [2], where it was noted that the
addition of the kernels to the velocity during a triplet map in Eq. (4) can result in negative v. This effect
is mitigated by simply using ¢; = b; = 0 in Eq. (4) in instances that would otherwise result in negative v.
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2.4.2 Solution approaches

The temporal or spatial evolution equations are ordinary differential equations (ODEs) at each grid cell.
Three solvers are implemented: a first-order explicit Euler method, a first-order semi-implicit method used
for treating stiff chemistry, and a second-order Strang splitting method [50] also used for stiff chemistry. The
semi-implicit method uses CVODE [8] to advance the coupled ODEs in a given cell. Each cell is integrated
sequentially. Chemical source terms are treated implicitly, while mixing terms are treated explicitly and
are fixed at the values at the beginning of the step.

Continuity is imposed as follows. We focus here on reacting gas flows with variable temperature, compo-
sition, and density. In the temporal formulation, the cell sizes Az, and densities p, are recorded before each
advancement step. The temporal evolution ODEs are then advanced one step. Temperature is computed
from the thermodynamic state, and density py is then computed from the ideal gas law. The cell sizes at
the end of the step are then calculated by imposing continuity: Azy = poAx,/ps. Cell face positions are
then computed using Ax s as previously described in Sec. 2.3. The spatial formulation treatment is similar,
but the pre-step velocity v, is also recorded, and Eq. (35), Azy = povoAxo/(psvy), is used, where vy is
the post-step velocity computed from the momentum equation.

For all solution approaches, the system of ODEs in each grid cell is advanced with a step size set below
the diffusive stability limit, computed as the smallest step required for all ODEs over all grid cells.

2.5 Discussion

The finite-volume form of these equations is convenient for solution. The equations are well-behaved at all
grid positions in planar, cylindrical, and spherical geometries. This contrasts the differential form of the
equations, which have singularities that require special treatment at the origin for cylindrical and spherical
geometries due to division by the local radial position.

Here, the only issue is that cell face areas decrease to zero as we approach the origin. As a result,
transport across that face tends toward zero, effectively decoupling the two halves of the domain. For cell
faces at or very close to the origin, a zero flux boundary condition is implied. (Technically, the unsteady flux
can be nonzero but since it multiplies a zero area, the flow is also zero.) This can result in zero gradients
with discontinuous profiles at the origin.

This effect is corrected during mesh management operations by ensuring that the origin is nearly in
the center of the cell containing it so that the flows through either side of that cell are not artificially
imbalanced due to the face locations. In any case, eddy-induced transport across the origin under the
turbulent conditions of interest are far greater than molecular-diffusive fluxes, so there is no significant
barrier to transport across the origin irrespective of diffusive transport mitigation procedures.

One subtlety in the cylindrical and spherical formulations is that the equations include only one-
dimensional, line-oriented transport. However, the formulation is nominally axisymmetric; hence solution
on both sides of zero seems redundant. This would be true if we were only solving the evolution equa-
tions. The addition of the eddy events breaks the symmetry. We model a turbulent flow with instantaneous
asymmetry and eddies that can cross the centerline. The evolution equations can then be thought of as
prescribing distinct but coupled time histories of radial property profiles for positive and negative x (radius
), respectively.

3 Results

This section presents results for three demonstration cases of the cylindrical ODT formulation: a temporal
pipe flow, a round spatial jet, and a round spatial jet flame. Mesh resolution is performed as discussed at
length in [33]. Grid density factors (defined in [33]) of 30 and 80 were used for the jet cases and the pipe flow
cases, respectively. Grid resolution studies that were performed gave results that were grid-independent.
The smallest cell size used in the round jet and jet flame cases were 20 um, and 64 pm, respectively. Pipe
flow simulations are performed with (Ar™)min = 0.333. Time step sizes for the jets and pipe simulations are
0.2 and 0.5, respectively, multiplied by the diffusive stability limit %(Aa:z/F)min, where I" the diffusivity
of a given transported scalar.

14



(a) (b)
50 8

DNS - TMA DNS - TMA
| -- TMB  — PTMB = ] N -- TMB — PTMB
40 6 4’),00/ """"""""""""" _
e 0 Tl
; . L
N R o —
> Qe 0 T
_—"’ Q S
2r %°
e
"3 Q% "1 "2 "3
10 10 10 10 10

Fig. 6 ODT simulations and DNS experiments of streamwise mean (a) and RMS (b) velocity profiles at three Reynolds
numbers. Cases TMA and PTMB are only shown for Re; = 550.

3.1 Pipe flow

We present results for incompressible pipe flow simulations using the temporal, cylindrical ODT formulation.
Results for three different friction Reynolds numbers Re, = 550, 1,000, 2,000 are compared to DNS results
from Khoury et al. [26] (Rer = 550,1,000) and Chin et al. [7] (Re- = 2,000). Simulation results were
produced using a pipe diameter of D = 2.0 m and flow density of 1.0 kgm™2. For fully developed pipe flow,
it is possible to estimate the value of a constant mean pressure gradient driving the flow based on the value
of the friction velocity, the pipe radius and the density. Friction velocity values of 1 (Re, = 550, 1,000) and
2 ms~! (Rer = 2,000) were assumed and used to calculate the mean pressure gradient driving the flow.
Simulation results achieving statistical convergence for the friction velocity were verified afterwards as a
check on the input parameters. The simulations used initial conditions with constant velocity profiles. The
simulations were run to a developed flow state, after which simulation data were gathered until statistical
convergence for the root mean square (RMS) velocity difference from the mean profiles occurred. The total
normalized run time tyun/Tpipe = trunt/D was 20,200, 25,070, and 28,140 for Re, = 550, 1,000, and 2,000,
respectively, where @ is the average velocity and D is the pipe diameter.

The simulations were performed with parameters of C = 5 and Z = 350 for the temporal ODT
formulation. Additionally, a restriction was imposed on the eddy size range by selecting eddies only up to
a maximum normalized size of Le maaz/D = 1/3. This restriction limits the eddy size by construction, as
opposed to the large-eddy suppression mechanism commonly used in ODT simulations [27,48]. The values
of C, Z, and Le,maxz/D were adjusted to give good agreement of the ODT results compared to the DNS.
Schmidt et al. [48] showed that higher Z results in the buffer-layer being located further from the wall;
increasing C results in a lower slope of the mean streamwise velocity in the log-layer; and higher Le maa/D
gives a smaller mean streamwise velocity in the wake region.

Figure 6(a) results of the mean streamwise velocity profiles in wall units for each of the three Re,
considered. The profiles are shifted vertically by 10 and 20 units in the figure for presentation. The Re, =
550 case shows a comparison of the TMA, TMB and the hybrid planar/cylindrical approach of the TMB
eddy event implementation (PTMB). As seen in the figure, the differences between TMA, TMB, and PTMB
are negligible, and so were not considered for the higher Re cases. The agreement between the ODT and
DNS for the mean velocity is excellent for all three Re, values.

Figure 6(b) shows the streamwise root mean square (RMS) velocity profiles for each Re.. These profiles
are shifted vertically by 2 and 4 units in the figure for presentation. The ODT RMS velocity profiles
deviate from the DNS more strongly than the mean velocity profiles, with the ODT value at the peak
approximately 20% lower than the DNS. The qualitative shape of the profiles, however, is the same as
expected from previous ODT channel flow simulations performed with the planar formulation [38,33]. The
small double peak structure of the ODT was described in [33] and arises from alignment of the triplet map
images in the near-wall region. The slight depression between the ODT peaks aligns with the DNS peak,
resulting in a larger difference between the RMS profiles than an extrapolation of the surrounding ODT
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Fig. 7 Round jet results for TMB: (a) mean axial velocity along the centerline versus downstream location; (b) radial
profiles of mean axial velocity at three downstream locations; (c) root mean square (RMS) radial profiles of streamwise
velocity at three downstream locations.

profiles to the peak region would give. As for the mean profiles, the differences between TMA, TMB, and
PTMB for the RMS velocity profiles are negligible. Small differences appear only for the RMS profiles near
the centerline. We expect this because of the eddy timescale behavior seen in Fig. 5

A more complete ODT analysis of turbulent pipe and channel flows in both temporal and spatial
formulations, including turbulent kinetic energy budgets, is presented in [36].

3.2 Round jet

The new cylindrical ODT formulation is demonstrated in a nonreacting round turbulent jet. Results are
compared to the experimental data of Hussein et al. [19]. The jet consists of air issuing into air through a
1 in (0.0254 m) diameter duct. The jet exit velocity is 56.2 ms~ " and is well-approximated by a top-hat
profile. The reported Reynolds number is 95,500, where Re = Duvo/v, and D is the jet exit diameter, vo
is the jet exit velocity, and v is the kinematic viscosity. The ODT simulations use the same diameter and
velocity, but a kinematic viscosity of 1.534x107° m?s™!, giving a Reynolds number of 93,056. The initial
velocity profile in the ODT simulations is a modified top-hat profile in which a hyperbolic tangent function
of width 6 = 0.1D is used on either side of the jet to smooth the transition between the jet and the free
stream:

(@) = Omin + Av % <1 + tanh (?(m _ xcl))> - % (1 + tanh (%(m _ as))) . (37)

Here, .1 and zc2 are the center locations of the tanh transition, —D/2 and D/2, respectively. In the
spatial formulation of ODT, the streamwise velocity must be positive everywhere on the line due to v
in the denominator on the right hand side of the evolution equations (see Sec. 2.4.1). As such, a small
Umin = 0.1 ms™ ! is added uniformly to the velocity profile. Av is taken to be the jet velocity of 56.2 ms™*.

ODT simulations were performed using the TMB triplet map with parameters C = 5.25, 8;.s = 3.5, and
Z = 400. The value of Z is the same as the spatial simulations in [39] and was not adjusted. The values of
C and fj.s were adjusted to give good agreement of the jet evolution with the experimental data. Note the
very close agreement of the C' and Z parameters here to the optimal values used for the pipe flow simulations
where C' = 5 and Z = 350. This illustrates a level of robustness in the ODT parameters between the two
configurations and suggests that intermediate values could be successfully applied in both configurations.
The pipe flow is sensitive to Z, as noted above, but the jet is not, so Z = 350 would be preferred. Figure
7 shows results of the simulations. Here, 1024 independent ODT realizations were performed and results
were ensemble averaged. All quantities are normalized consistent with jet similarity scaling. Downstream
locations are normalized by the jet diameter D, and radial locations are normalized by (y — yo) where y
is the downstream location and yo = 4D is the virtual origin used in [19]. In the figure, v is the jet exit
velocity and v.r, is the local mean axial centerline velocity. Here, r is used to denote both the experimental
radial location and the ODT line position z.

Figure 7(a) shows wvo/vcr, versus y/D; the similarity scaling gives a nominally linear profile where v
decays as 1/y. The ODT simulation compares very well with the stationary wire data in [19] after an initial
induction period for y/D < 20. The dashed line in the plot is the linear curve fit reported by Hussein et
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Fig. 8 Round jet results for TMA: (a) mean axial velocity along the centerline versus downstream location; (b) radial
profiles of mean axial velocity at three downstream locations; (c) root mean square (RMS) radial profiles of streamwise
velocity at three downstream locations.

al. Figure 7(b) shows radial profiles of the mean axial velocity normalized by the local centerline value.
Profiles at three axial locations, 50D, 70D, and 90D, are shown. The experimental data points shown
are the laser Doppler anemometer (LDA) data in [19]. The ODT results show a similarity collapse of the
data at 7/(y — yo) < 0.1, but some spread in the profiles at higher r/(y — yo), with the simulation results
relaxing towards the experimental values with downstream distance. Figure 7(c) shows radial profiles of
the axial root mean square (RMS) velocity normalized by the local centerline velocity at the same three
positions. Here again, the profiles tend to relax towards the experimental (LDA) data at higher r/(y — yo)
with downstream distance.

The quantitative agreement of vyms velocity is generally good, especially for r/(y —yo) > 0.03. At lower
values, near the centerline, the ODT v,ms increases, whereas the experimental data decrease slightly. We
attribute this to the so-called centerline anomaly of the cylindrical ODT formulation due to the geometric
stretching associated with the cylindrical triplet maps. This stretching was shown in Figs. 2 and 3. In fact,
the motivation for developing TMB was to minimize the degree of this geometric stretching. The stretching
effect was present for both maps TMA and TMB, but it is largest near the centerline, where curvature is
large. With increasing distance from the centerline, that is, for large distances compared to the eddy size,
the geometric stretching effect becomes negligible for both maps, and they both approach the planar limit.

For comparison to the ODT results with TMB shown in Fig. 7, similar simulations were performed with
TMA, and corresponding results are shown in Fig. 8. Here, (.5 and Z are the same as for the previous
case with TMB, but C = 7. Again, we see good agreement for the centerline velocity decay in Fig. 8(a).
A somewhat better similarity collapse than for TMB occurs in the radial velocity profiles, though they are
slightly lower than the experimental data at r/(y — yo) < 0.13 and slightly higher than the experimental
data at r/(y — yo) > 0.13. The vyms profiles also show strong similarity scaling. Compared with TMB,
however, the simulations show a much higher centerline anomaly, and the v,,s profile departs from the
experiments much further from the centerline and has a higher rise in the region r/(y — yo) < 0.05.

It is worth noting that the vypn,s profile depends somewhat on the ODT parameters selected. Hewson and
Kerstein [15] demonstrated that mean centerline values of mixture fraction were insensitive to C' and Sjes
provided their ratio was kept constant. In these simulations, however, higher values of RMS fluctuations
were observed at lower values of §;.s. Figure 9 shows results for TMA similar to those in Fig. 8 with varying
C and Bies. Each of the three cases has C/fBics = 2, with C' = 7, 5, and 3. Plots (b) and (c) show axial
location 70D. There is very little variation of the mean centerline velocity decay for the three cases. The
radial profiles of the mean streamwise velocity are also very close, but they decrease somewhat in value
with decreasing C' for intermediate r/(y — yo) values. In contrast, the v,ms profiles are strongly dependent
on the values of C' and S5 for a constant C/fs ratio, with increasing vyms for decreasing fBies. These
results are consistent with those presented for mixture fraction by Hewson and Kerstein [15]. In Fig. 9(c),
the centerline anomaly appears to increase with decreasing fj.s, and the departure from the data occurs
further from the origin with increasing Sjes. That is, the simulations fit more of the data over a wider radial
range at lower values of [jcs.

The centerline anomaly tends to increase the velocity fluctuations near the centerline. This is primarily
due to the effect of the cylindrical triplet maps on the eddy rate, as shown in Fig. 5. To minimize the effect
of the centerline anomaly, the planar evaluation of 7o' described in Sec. 2.2.4 (PTMB) is used. Results
are shown in Fig. 10. Here, C = 7, Bies = 3.5, and Z = 400. The centerline velocity decay and radial
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Fig. 9 Round jet results for TMA for three cases: (a) mean axial velocity along the centerline versus downstream location;
(b) radial profiles of mean axial velocity at y = 70D; (c) root mean square (RMS) radial profiles of streamwise velocity
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Fig. 10 Round jet results for the case of planar evaluation of ot (PTMB): (a) mean axial velocity along the centerline
versus downstream location; (b) radial profiles of mean axial velocity at three downstream locations; (¢) root mean square
(RMS) radial profiles of streamwise velocity at three downstream locations.

profiles show good agreement, as with the previous cases, with a slight improvement in the radial velocity
profile. The vyms profiles are significantly improved along the centerline compared to TMA and TMB. The
centerline anomaly is not completely removed, however, since implemented eddies are still subject to the
geometric distortion of the TMB map, whose influence is felt by the 7o ! calculation for subsequent eddy
events.

3.3 Round jet flame

The new cylindrical ODT formulation is demonstrated in a round, reacting, turbulent jet flame. Results
are compared to the experimental DLR-A flame of Meier et al. [37,1]. Heat release and temperature-
and composition-dependent transport and thermodynamic properties are key characteristics of this flow.
This canonical flame configuration has been used extensively to study and validate turbulent combustion
models. Pitsch [42] studied differential diffusion effects in this flame using a classical unsteady flamelet
model. Lindstedt and Ozarivsky [35] investigated it using a joint PDF approach, while Wang and Pope
[53] used an LES/PDF model combined with a flamelet/progress-variable (FPV) model. Fairweather and
Woolley [11] studied several chemical mechanisms using the DLR flame and a first order conditional moment
closure (CMC) model, and Lee and Choi [30,29] studied NO emissions using an Eulerian particle flamelet
model. These studies consisted of computational fluid dynamics (CFD) simulations with subgrid modeling
of the turbulent combustion process. In contrast, ODT is a low-dimensional representation of the entire
flow, not just the subgrid scales. Previous ODT studies of turbulent jet flames have employed the temporal
planar formulation, so we expect that the model may improve with a spatial cylindrical formulation that
more closely matches the experimental configuration.

The DLR-A fuel stream is mixture of 22.1% CHy4, 33.2% Ha, and 44.7% N2 (by volume) that issues
into dry air. The fuel stream exits a nozzle with an inner diameter of 8 mm at a mean exit velocity of 42.2
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Fig. 11 DLR jet flame results for TMB: (a) mean axial velocity and RMS velocity along the centerline versus downstream
location; (b) mean axial mixture fraction and RMS mixture fraction along the centerline versus downstream location; (c)
mean axial temperature (K) and RMS temperature (K) along the centerline versus downstream location.

ms~ . The coflowing air stream issues from a nozzle of diameter 140 mm at a velocity of 0.3 ms~!. The
reported Reynolds number is 15,200.

The ODT simulation uses these diameters and the experimentally reported velocity profile at the jet
exit. Whereas in the nonreacting case, a small velocity was added uniformly to the profile, no velocity
addition is needed here because of the slow-moving coflow air stream present alongside the reacting jet.
The ODT simulation includes the buoyant source term but not the streamwise pressure gradient in Eq. (25).
The fuel was diluted with N2 in the experimental flame to minimize radiative heat losses, and radiation is
ignored in the simulation. This flame has a low Reynolds number and the combustion chemistry proceeds
quickly. The ODT simulation transports the following species: O2, N2, CHy, H2, H2O, CO2. Reactions are
assumed to proceed to products of complete combustion:

CH4 +202 — CO2 + 2H20, (38)

1
Hs + 3 Oo — H20, (39)

and simple, fast reaction rates are applied. These assumptions are not reasonable for the DLR-A flame.
The primary purpose of these simulations is to illustrate ODT in a reacting jet with variable properties
and heat release.

ODT simulations were performed using the TMB triplet map with parameters C' = 20, Bj.s = 17, and
Z = 400. The values of C' and B;.s were adjusted to give good agreement of the jet evolution with the
experimental data, while the value of Z was taken as the same value as for the jet in Sec. 3.2. Results of
the simulation are presented in Figs. 11 and 12. 1000 independent flow realizations were performed and the
results ensemble averaged. Downstream distance y, and radial position r are normalized by the jet diameter
D.

Figure 11 shows ODT and experimental axial mean and RMS profiles along the jet centerline for (a)
axial velocity, (b) mixture fraction &, and (c) temperature T. The ODT results track the experimental data
well for all three variables. The centerline temperature is about 100 K above the experiments at the peak
at y/D = 60. This small difference is likely due to thermal radiation and differences between equilibrium
products and products of complete combustion.

The centerline velocity has a fast initial decrease due to diffusion. There is a delay in the ODT RMS
profiles on the centerline before the eddies occur near y/D = 7. This delay is due to the elapsed time model
for large eddy suppression discussed in Sec. 2.2.2 so that, initially, only small eddies occur in the shear layers
on the jet edges away from the centerline. The experimental RMS measurements also reflect non-vortical
“flapping” of the jet [13,4] that ODT is not able to capture. Centerline RMS agreement is good for all
variables for y/D > 25. Note especially that the ODT captures the dip in the RMS temperature profile
near the peak temperature at y/D = 60. This decrease in the RMS fluctuations is due to the combined
effects of decreased density and increased viscosity at high temperature, which decrease the local Reynolds
number.

Radial profiles of mean mixture fraction and temperature for the jet are shown in Fig. 12 at six down-
stream locations. The ODT and experimental profile widths are in good agreement, with the ODT being
slightly narrower. The peak temperature values in the “wings” occur at the flame surfaces, and the ODT
values overpredict the experiments. This could be due to radiative losses and finite-rate chemistry effects,
which are not modeled here.
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Fig. 12 Radial mean and RMS profiles for mixture fraction (a) and temperature (b) for the DLR jet flame.

The RMS temperature and mixture fraction profiles are also shown in Fig. 12. While the fluctuations are
accurate on the centerline, the ODT underpredict the experiments away from the centerline. This depends
on the ODT parameters chosen, as shown in Fig. 9. The very large difference in the RMS profiles at low
y/D is simply due to the delay in the ODT eddies noted previously and the possible flapping contribution
that ODT does not capture. The centerline anomaly can also be seen in the RMS profiles for y/D > 40,
but the magnitude is somewhat smaller than was observed in the nonreacting jet simulations.

Simulations were also performed using the PTMB model. Optimal parameters were close to those for
the TMB case: C = 18, Bies = 18, and Z = 400. The results are so similar to the TMB case that we do not
include them here. As expected, the centerline anomaly is decreased, consistent with the behavior of the
nonreacting jet, shown previously.

The difference in the optimal parameters for the reacting and nonreacting jets for the TMB model are
surprising. Z is the same for both simulations, but C' = 5.25, Bjes = 3.5, C/Bies = 1.5 for the nonreacting
jet, and C = 20, Bies = 17, C/Bies = 1.18 for the DLR-A flame. Both jets had reasonably good agreement
with the experiments. We ran the DLR-A flame with the nonreacting jet parameters. The results for the
centerline mixture fraction are shown in Fig. 13. The nonreacting parameters result in faster centerline
decay and higher RMS velocity fluctuations.

Differences in the required parameters for the reacting jet may be expected due to effects of variable
density and viscosity. However, we expect flow dilatation to have a significant impact. Hewson and Kerstein
[15] discussed the effect of flow dilatation on ODT evolution in some detail and the results we observe here
are consistent with their analysis. In ODT, flow dilatation occurs only in the radial direction and directly
affects only flow length scales. Real dilatation at low Mach numbers is three dimensional, and affects both
length scales and velocity, with the effects of increasing rates of dissipation (which scale as u®/l), and
pushing the flow downstream. This is seen in Fig. 13, where the centerline experimental mixture fractions
fall off more slowly than for ODT with the nonreacting parameter values. This is counteracted in ODT
with a lower C'/ 8.5 ratio, effectively reducing the mixing rate and shifting the ODT mixture fraction curve
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Fig. 18 Centerline mean and RMS mixture fraction for the DLR-A flame with nonreacting jet parameters, and optimized
parameters.

downstream. Figure 9 showed that RMS fluctuations were lower for higher values of C for a given C/fjes
ratio. Hence, the higher C' value used in the tuned DLR-A case also tends to reduce the high RMS values
seen in Fig. 13 at y/D < 35.

4 Conclusions

A new formulation of the ODT model in cylindrical and spherical coordinates was developed and presented.
A Lagrangian finite-volume method utilizing an adaptive mesh was used, and the model is formulated for
both temporal and spatial variants.

ODT resolves a full range of length and time scales in a physical space coordinate. This unique aspect
of the model allows high fidelity investigation into a wide range of complex multi-scale turbulent flows.
DNS is the only simulation approach that can resolve all continuum scales in three dimensions. But DNS
is computationally expensive, limiting the number of simulations that can be performed and the accessible
parameter space (e.g., the range of Reynolds numbers available). ODT can be used to study flows outside of
the parameter space available to DNS, and is computationally efficient enough to allow extensive parametric
study. However, ODT models turbulent advection, and is not able to directly capture multi-dimensional
flow structures or transport. ODT also includes model parameters that must be adjusted for specific flows.
Hence, ODT is most reliable when used in conjunction with experimental data, or when experimental data
is used as a basis for calibrating ODT that is subsequently used in extrapolative studies.

Previous ODT simulations were limited to planar configurations, but many detailed experiments of
turbulent flows, especially jets and jet flames, are axi-symmetric (cylindrical). While temporal planar ODT
can be reasonably applied to cylindrical jets due to similar scaling behaviors, this is not ideal due to
differences in implied fluid time-history profiles (important for particle studies, soot formation, and flame-
extinction/reignition, for example), and geometric effects, such as obtaining correct mass flow rates in
piloted flames. Improved consistency in the geometric configuration between ODT and experiments reduces
uncertainties in the source of discrepancies.

The cylindrical and spherical formulations were presented for the unsteady evolution equations of mass,
momentum, energy and species. Some extensions and corrections to the treatment of constrained volume
flows with variable density in [33] were given. For flows with dilatation, while planar flows allow the center
of the fluid expansion to be fixed, in cylindrical and spherical flows we fix the radial origin.

Turbulent advection is modeled as instantaneous eddy events implemented using the triplet map. In
cylindrical and spherical coordinates, geometric stretching occurs in the three map images. Two triplet
map variants were presented, TMA and TMB. In TMA, each map segment has the same volume, resulting
in each segment having different radial lengths. In TMB, each map segment is given the same radial
segment length, resulting segments having different volumes. The geometric stretching is strongest near the
origin and is due to the volume dependence on radial location. The stretching affects the eddy timescale,
resulting in a so-called centerline anomaly, that was manifested as an increase in velocity fluctuations near
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the centerline in the jet configuration studied. The TMB map performed better than TMA. A hybrid
planar-TMB (PTMB) map was also presented and this further reduced the centerline anomaly.

Three flow configurations were studied: a temporal pipe flow, a spatial nonreacting jet at high Reynolds
number, and a spatial reacting jet flame at relatively low Reynolds number. The jet flame illustrates
effects of variable density and viscosity, including dilatational effects, which had a significant impact on
the required ODT parameters. The cylindrical ODT formulation was found to capture key features of DNS
results for pipe flow, and experimental results were reproduced with quantitative accuracy in most instances
for the nonreacting and reacting jets, which are considered to be an improvement over previous temporal
formulations, though this is not explicitly investigated here. The TMA, TMB, and PTMB maps gave nearly
identical results for the pipe flow, where the key dynamics are near-wall away from the centerline where
stretching effects are important. The ODT C and Z parameters were nearly the same for the jet (TMB)
and the pipe flow, illustrating a degree of robustness of the ODT parameters across configurations.

While spherical ODT was formulated here, the focus was on cylindrical flows. Application of ODT to
spherical flows, will be the subject of future study. The brief pipe flow results presented here were used for
illustration. A more comprehensive and detailed study of pipe flow is underway [36], that includes the spatial
and temporal ODT formulations, and analysis of turbulent kinetic energy budgets. Further applications of
the cylindrical ODT formulation to jet flames are also underway.

Appendix A: ODT time advancement procedure

The overall advancement scheme for temporal ODT is outlined here, including some algorithmic details
related to the time advancement. Formally, the outcome of time advancement of any property ¢ from time
t = 0 to time t* can be expressed as

c(z,t) = Tltn, t*]E(xn, In)--- T[tj, tj+1]E($j, lj)T[tjfh tj] <o B(x,12)T[t1, t2) E(x1,11)T[0, t1]e(x, 0), (40)

where capital letters represent operators. T'[t;—1, ;] denotes time advancement of ¢(z,¢;—1) from t;_1 to t;.
The equations governing the advancement of the flow and state properties included in present formulation
are shown in Sec. 2.3. E(xzj,1;) denotes an eddy event that induces an instantaneous change c¢(z,t;) —
¢ (x,t;), where z; is the left edge of the 5 eddy, I; is its length, and t; is its time of occurrence. The
procedure for sampling these eddy attributes is described below. n is the number of eddy events that occur
during [0, t*].

A key feature of the sampling procedure is that it samples candidate events that are then subject to
acceptance or rejection based on a computed acceptance probability P,. Before explaining these details, we
note their consequences with regard to the sequence of operations shown in Eq. (40).

Equation (40) represents the operations that can modify property c¢. Candidate events that are rejected
have no such effect, so they are not included in that representation. The numerical algorithm therefore
requires a more detailed representation. The arguments of T and F can now be omitted for brevity; the
full notation can be inferred from Eq. (40). Denoting a rejected candidate event by R, a representative
sequence of operations during some subinterval of a simulated realization can be expressed as

-+ TRTRTETRTRTRTRTETRTRTRT --- .

The greater frequency of rejections than acceptances is intended to illustrate the smallness of P,, which is
explained below.

The time interval between candidate events (R or E) is extremely small for two reasons. First, under
typical conditions, the time between eddies containing a given location is comparable to the diffusion time
scale that corresponds to the typical eddy size. The smallest (Kolmogorov) eddies are the most numerous
and hence the typical eddies. Due to their smallness, many of them must occur during some time interval
in order for a given location to be contained in one of them. This implies that the time between eddies is
much smaller than the diffusion time scale, which, by the same reasoning, is roughly the Kolmogorov time
scale, assuming gas-phase conditions.

Second, these considerations apply to the physically occurring (accepted) eddies. As noted, rejected
candidate eddies are much more frequent, so the time interval between them is commensurately smaller.
Therefore, the T operation in the above advancement representation typically acts over a time interval much
smaller than the maximum permitted by accuracy and stability constraints, which is grossly inefficient.

To remedy this, recall that the event R causes no change of the system state, hence its omission from
Eq. (40). Therefore, the occurrence of such an event need not trigger an advancement operation if that
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operation is not otherwise needed. Restoring a somewhat fuller notation with indices labeling successive
time epochs and intervals, a representative simulated realization is then

C((L‘, t) = T5,9E’gRs]’27]:{6'110’5E‘5R4R3,R2R1C(x7 O). (41)

In this example, E5 is implemented before the system advancement from time 0 to time t¢5, and likewise
F9 is implemented before the system advancement from time ts5 to time tg. This is unavoidable because
eddy occurrences are unknown until an eddy trial is performed. The outcome of a trial depends on the
system state, so it would be inconsistent to accept an eddy and then update the prior system state (by
applying, e.g., the operator T 5 or T5 9) followed by implementation of the eddy. (This could induce, among
other things, violations of energy conservation.) Thus, the time advancement is lagged relative to the eddy
sampling and implementation but catches up immediately after each implemented eddy event.

For this reversal of operator sequencing relative to Eq. (40) to be valid, the time interval between T
operations must be small enough that the error resulting from basing an eddy trial on the system state at
an earlier time is negligible in terms of the sensitivity of relevant output statistics to this error. To enforce
this insensitivity, an accuracy criterion is used after each rejection of a candidate eddy to decide whether
to do an advancement catch-up. This might result in, e.g., an added T operation after eddy rejection Rz
in Eq. (41), and thus

C(:C, t) = T7,9E9R8T577R7R6TQ’5E5R4R3R2Rlc($, 0). (42)

The scheme illustrated by Eq. (42) has proven to be accurate and efficient for the present as well as previous
ODT formulations and is the basis of the computations reported here.

The difference between the implemented numerical scheme and the formal representation of ODT time
advancement, Eq. 40, is largely a consequence of the aforementioned eddy sampling procedure. As noted in
Sec. 2.2.2, this procedure is needed because the eddy rate distribution A¢(xo,!) depends on the entire system
state and is thus continually evolving. Direct sampling from this distribution would therefore require its
continual reconstruction, which is unaffordable. Instead, the implemented approach involves sampling from
a fixed distribution that is necessarily incorrect followed by an acceptance trial that corrects the resulting
sampling bias using only an evaluation of A for the particular eddy that is sampled.

This approach involves aspects of the rejection method [41] and the thinning method [31]. In the
thinning method, we sample eddy times as a Poisson process with mean rate 1/Ats, where the mean eddy
sampling interval At is chosen to be small enough so that the sampling rate always exceeds the unknown,
time-varying aggregate rate A of all eddy events. These sampled eddies would be accepted with probability
P, = AAts, but P, ¢ is unknown because A is unknown. This relation is nevertheless useful in combination
with other information, as follows. In the rejection method, we replace the unknown joint probability density
function (PDF) P(xo,l) with a specified PDF 15(320, 1). We sample eddy positions and sizes from P(wo, 0).
This allows a relative acceptance weighting W, . = C'P(z0,1)/P(x0,1) to be defined, where the coefficient
C is not yet determined. Multiplication of P, : by W, ,» gives an acceptance rate P, that is proportional
to the true rate Ae(zo,!) dxo dl = AP(x0,1) dxo dl of occurrence of eddies with parameter values within the
ranges [zo, o + dz]| and [l,1 + dl], respectively. Hence,

P, = 0 XAt (43)
P(x(), l)

for some fixed value of C. As explained in in Sec. 2.2.2, the true value )\, is evaluated for the candidate

eddy as 1/(7el?)

To evaluate C, first note that the above procedure can be generalized from the differential elements
[z0, 0 + dzx] and [l,1 4 dl] to any subset of the possible values of zo and [, and hence to their complete
ranges. Then the denominator in Eq. (43) is replaced by the integral of P(z0,1) over the full range of its
arguments, which is unity based on PDF normalization, and, by definition, A in the numerator is replaced
by A. This reduces Eq. (43) to P, = CAAt,, where the true value A would be very costly to evaluate,
though this could in principle be done. The point here, however, is that C' = 1 recovers the aforementioned
thinning result, thus finally establishing that

Ae At

P, = Blond)’ (44)

P(xo,1) is taken to be

P(zo,1) = g(xo) f(1). (45)
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g(zo) is a uniform distribution over the range [0, Ly — I], where Lg4 is the domain length. Its dependence
on [ indicates that [ must be sampled before z¢. (The range is [0, L] for the case of periodic boundary
conditions.) f(l) is taken to be

£ty = G, (16)
where [ is the most probable eddy size, as specified by the user, and A; is the PDF normalization constant.

To summarize, we sample an eddy position zo and size [ from P(mo,l) at an eddy occurrence time
evaluated from a Poisson process with mean rate 1/Ats and accept that eddy with the probability given in
Eq. (44). Ats is adjusted during the simulation to ensure that P, is always less than unity. The rejection
and thinning methods affect the eddy sampling efficiency, but not the accuracy of the process. The closer
P, is to unity, and the better the approximation P P, the more efficient the method will be. However,
the possible system states during a typical realization are so diverse that P, varies widely for given Ats,
so to ensure that P, < 1, Ats has to be small enough that P, is typically very small. As noted above, this
has ramifications with regard to the design of the time advancement scheme. In any case, this approach is
much faster than directly sampling P(xo,!), which would require it to be continually updated.

Appendix B: Pressure term in the energy equation

The pressure term in Eq. (27) arises in constant or constrained volume ideal gas flows. That term was derived
in [33] for planar flows; the treatment here is similar, but with some extensions and minor corrections. We
constrain ourselves to a low-Mach number formulation [44]. The pressure term is then

apP
Here, v = ¢p/co = ¢p/(cp — R/M), where ¢, and ¢, are heat capacities (per unit mass), R is the universal

gas constant, M is the mean molecular weight, and U is

. . M 1 . o
— i v E V. — _ = E — (V- jr — . 4
pcpT ( ! k MV =k )> P Mk( g = i) (48)

In this equation, hy is the enthalpy of species k per unit mass. Equation (47) is integrated over the whole
domain by assuming that P and dP/dt are spatially uniform. This gives

E _ fudv — (URbcARbc - ULbcALbc) (49)
= 7 .
dt +/ Sdv
Here, Ugrpe and ULy denote velocities of the right and left boundaries; they are normally zero for constant
volume configurations but are retained here for generality. The volume integrals extend over the whole
domain and are evaluated as a summation over cell integrals. See also Eq. (51) below. As before, we assume
that cells have uniform properties.
Given dP/dt, we compute the dilatational cell face velocities for use in the Lagrangian formulation for
constant or constrained volume flows. Equation (47) is solved for V - u and volume integrated over an
individual cell to give an expression for the difference between cell face velocities:

1 dP
eAe - wAw == 5 15 d )
U, U PdetV-i-/UV (50)
1 . . .
/L{dV :pciT <_(que - QwAw) + th(]k,eAe - ]k,wAw - mZ’V)) - (51)
p k

M 1 . . < 111
— —_ eAe — JhwAw —mi V).
p g A, (Jk, Jk, kV)

In the evaluation of Egs. (50, 51), the volume integrals of the divergences of vector quantities were converted
to surface integrals using the Gauss Divergence Theorem; that way, the equations use readily available cell
face velocities and fluxes. Using Egs. (50, 51), any given face velocity can be computed by marching from
a known boundary velocity.
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While dP/dt given in Eq. (49) is used in Egs. (50, 27), the pressure itself is updated following Motheau
and Abraham [40], where the pressure is set by the global gas state using the ideal gas law. The mass on
the line is given by m; = [ pdV, where p = M P/(RT). When P is spatially uniform, we obtain

mR
Fav )
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