Abstract

A detailed model is proposed for predicting soot formation from complex solid fuels. The proposed model resolves two particle size distributions, one for soot precursors and another for soot particles. The precursor size distribution is represented with a sectional approach while the soot particle-size distribution is represented with the method of moments and an interpolative closure method is used to resolve fractional methods. Based on established mechanisms, this model includes submodels for precursor coagulation, growth, and consumption, as well as soot nucleation, surface growth, agglomeration, and consumption. The model is validated with comparisons to experimental data for two systems: coal combustion over a laminar flat-flame burner and biomass gasification. Results are presented for soot yield for three coals at three temperatures each, and for soot yield from three types of biomass at two temperatures each. These results represent a wide range of fuels and varying combustion environments, demonstrating the broad applicability of the model.
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1. Introduction

The formation of soot is a well-studied phenomena but still an active area of research [1]. Most research in soot formation processes have focused on soot formed from gaseous fuels, and sophisticated detailed-models have been developed to predict soot concentrations in these types of systems [2 3 4 5 6 7 8 9]. Soot models tend to follow a series of observed mechanism steps: particle nucleation, coagulation, surface growth, aggregation, and oxidation.

In gaseous fuels, poly-cyclic aromatic hydrocarbons (PAH) act as soot precursors. PAHs are formed in fuel-rich regions where radical gas species are in high enough concentrations to facilitate the formation of aromatic rings [10]. Small aromatics grow through various chemical mechanisms to form larger PAHs. Once PAHs are of sufficient size, they nucleate
forming soot nuclei. Once nuclei are formed, particles grow through surface-gas reactions and particle-particle coagulation \([4, 11]\). Small particles are roughly spherical; but as particles grow larger, they will begin to aggregate into chain-like structures \([12]\).

Soot formation processes for solid fuel combustion differ from gaseous fuel \([13]\). This is because during the primary pyrolysis of complex solid fuels, such as wood or coal, a large variety of volatile species are released from the parent fuel into the surroundings. Some of these species, often referred to as tars, are large molecules and aromatic in nature. These tars have a tendency to serve as primary soot precursors \([14]\). As opposed to PAHs from gaseous fuels, tar molecules may have aliphatic portions and inorganic elements attached to the aromatic clusters reflecting the composition of the parent fuel, thus altering the fundamental chemistry of the molecule \([15]\). The soot formation processes in these solid-complex fuel environments are not as well studied as for gaseous fuels, and there exist only a few predictive models for these systems \([16, 17, 18, 19]\). These existing models contain system-specific and fuel-specific empirical calibrations and are limited in their extended application.

This study presents a physics-based detailed model for predicting soot formation from complex-solid fuels along with two validation cases, one using coal and the other using biomass. Effects of soot on combustion systems (radiative properties, combustion efficiency, etc) are most closely linked to the soot volume fraction which may be derived from a particle size distribution (PSD) resolved by this model. Results of the proposed model are compared against measured soot concentrations.

2. Model Development

As described in the introduction, soot formation is dependent on the presence of soot precursors and the transformation of soot particles throughout a system. The proposed model describes PSDs and their time-evolution for both soot precursors and soot particles; however, the method used to depict each PSD will be different. We use the abbreviation of PSD to describe the distribution of soot precursors for convenience despite the size of precursors being too small to be considered particles.

The precursor PSD is represented using a sectional method. In the sectional method, a series of pseudo-chemical species are used to represent all precursors that are within a section of the full PSD. Each section is a subset of the PSD with different size ranges. The combination of all sections represents the entirety of the precursor PSD,

\[
N_{total}^{PAH} = \sum_{i=0}^{n_{bins}} N_i^{PAH},
\]

where \(N_i^{PAH}\) is the number density of precursor molecules within a given section. Upper and lower bounds of each section were determined by molecular weight in this work, but can be determined by other indicators, such as collision diameter. \(N_i^{PAH}\) refers to all precursors within a given section, not just PAHs formed from light gases.

As the molecular weight range of the precursor PSD remains roughly fixed and sufficiently narrow (150-3500 g/mole), a sectional approach for representing the PSD is both accurate
and computationally affordable. On the other hand, the soot PSD range is not fixed and highly dependent on system configuration, sometimes growing to very broad ranges. Thus using a sectional approach to represent the PSD becomes increasingly difficult; the presented model uses the method of moments to represent the soot PSD. The method of moments involves the use of a set of statistical moments that describe a PSD,

\[ M_r = \sum_{i=1}^{\infty} m_i^r N_i, \]  

where \( M_r \) is the resolved \( r^{th} \) moment, \( m_i \) is the molecular weight of particle \( i \), and \( N_i \) is the number density of particles \( i \). In theory, every discrete distribution can be described by a finite set of moments. However, in most cases a true soot PSD would require a set of moments well beyond computational possibility and so only a few moments are used; the more moments resolved, the more accurate the depiction of the true PSD. Validation cases presented in this study were limited to the resolution of 6 integer moments for the soot PSD [5].

Interpolative closure, as developed by Frenklach [5], was used to resolve all fractional moments needed by the model. Interpolative closure uses a Lagrangian interpolation between resolved whole moments to determine fractional moments that arise in the submodels used to describe the time evolution of the PSD moments. The Lagrangian interpolation is given by

\[
\log M_p = L_p (\log M_0, \log M_1, \ldots, \log M_n),
\]

\[
L_p (\log M_0, \log M_1, \ldots, \log M_n) = \sum_{i=0}^{n} \log M_i \prod_{j=0, j \neq i}^{n} \frac{p - j}{i - j}.
\]

Details for the time-resolution of each precursor section or soot moment used in this model are given below. For further details on model derivations and justifications refer to Appendix A.

2.1. Precursors

As mentioned above, the precursor PSD is represented by the sectional method. The rate of formation of each section’s number density is determined by a series of submodels, written as

\[
\frac{dN_i^{PAH}}{dt} = r_{form_i} - r_{nucl_i} - r_{depo_i} - r_{crack_i} + r_{growth_i} + r_{consume_i},
\]

where the \( r \) expressions represent the formation, soot nucleation, deposition, thermal cracking, surface growth, and consumption of each precursor section.
2.1.1. Precursor Formation

Precursors are formed in two ways: release from the parent fuel during primary pyrolysis, or molecular build-up from light gases,

\[ r_{\text{form}_i} = R_{\text{pyrene}} \delta (m_{\text{pyrene}} - m_i) + R_{\text{pyrolysis}_i}. \] (6)

PAH formation from light gas precursors, \( R_{\text{pyrene}} \), is modeled using a gas-phase chemistry mechanism developed by Appel, Bockhorn, and Frenklach [4] (ABF mechanism), which details the production of pyrene, a common species used to model soot nucleation. The ABF mechanism can be implemented in Cantera, a suite of software tools for problems involving chemical kinetics, thermodynamics, and/or transport processes [20], or another similar software, and used to determine the production rate of pyrene in the gas-phase. The molecular weight of pyrene is 202.25 kg/kmol and contributes to the formation in only one PSD section; hence the delta function in the first term of Eq. 6.

Precursors released from the parent fuel, \( R_{\text{pyrolysis}_i} \), in Eq. 6, are evolved directly into sections of the precursor PSD according to their molecular weight. Release rates need to be determined by methods outside the scope of this model but may either be modeled or taken from experimental data.

2.1.2. Soot Nucleation

Soot nucleation is modeled as the coalescence of two precursors to form a soot particle. This process removes the two precursors from the precursor PSD and adds a soot particle to the soot PSD represented by the soot moments. In terms of the precursor PSD, nucleation was given by Frenklach and Wang [10] as

\[ r_{\text{nucl}_i} = \sum_{j=1}^{n_{\text{bins}}} \beta_{i,j}^{PAH} N_i^{PAH} N_j^{PAH}. \] (7)

\( \beta_{i,j}^{PAH} \) represents the frequency of collision between the two sectional species

\[ \beta_{i,j}^{PAH} = 2.2 \sqrt{\frac{\pi k_B T}{2 \mu_{i,j}}} \left( d_i + d_j \right)^2, \] (8)

\[ \mu_{i,j} = \frac{m_i m_j}{m_i + m_j}, \] (9)

\[ d_i = C_h m_i^{1/2}, \] (10)

\[ C_h = d_A \sqrt{\frac{2}{3 m_C}}, \] (11)

where \( k_B \) is Boltzmann’s constant, \( T \) is temperature, \( \mu_{i,j} \) is the reduced mass of species \( i \) and \( j \), \( d_i \) is the collision diameter of species \( i \), \( d_A \) is the diameter of a single aromatic ring (0.28 nm), \( m_C \) is the mass of a single carbon atom (12.01 amu), and 2.2 is the van der Waals
enhancement factor, which accounts for the attraction of van der Waals forces as well as a collision efficiency [21, 22, 10].

The effect of nucleation on the soot PSD moments is expressed later in Section 2.2.1. Other mechanisms for soot nucleation have been proposed in the literature [23, 24, 25] and may be adapted to augment the currently proposed submodel.

2.1.3. Precursor Deposition

Soot growth via precursor deposition is modeled with the following precursor-soot collision rate,

$$r_{dep} = -\sum_{j=1}^{\infty} \beta_{i,j} N_{j}^{soot} N_{i}^{PAH},$$

(12)

where $\beta_{i,j}$ is a collision frequency that includes the collision efficiency. Balthasar and Frenklach [26] expressed this model in terms of the precursor sizes and soot moments (derivation details are found in Appendix A.2)

$$r_{dep} = 2.2 \sqrt{\frac{\pi k_B T}{2}} \left( C_s^2 m_i^{1/2} M_0^{soot} + 2 C_h C_a C_s M_1^{soot} + C_s^2 C_a C_s^2 m_i^{-1/2} M_2^{soot} \right) N_{i}^{PAH}. \quad (13)$$

Here, $C_s$ and $C_a$ are the spherical soot collision diameter and the particle shape deviation from spherical

$$C_s = \left( \frac{6}{\pi \rho_s} \right)^{1/3}, \quad (14)$$

$$C_a = (3 - 3\langle d \rangle) + (3\langle d \rangle - 2) C(d), \quad (15)$$

where $\langle d \rangle$ is a shape factor related to the surface area of soot particles, detailed further in Section 2.2.4. $C(d)$ is a proportionality constant determined by a Monte-Carlo fitting to be 1.9125 [26].

2.1.4. Precursor Thermal Cracking

Thermal cracking is the chemical break-up of larger molecules, such as precursors, into lighter gases and is heavily influenced both by the chemistry of the molecule and temperature [27, 28]. In gaseous fuels, PAH molecules are made up of various aromatic rings, which are fairly stable and have only a small probability of thermally cracking. As more rings are added, forming soot particles, the molecule becomes more stable due to van der Waals forces, and eventually thermal cracking becomes negligible [29]. For complex solid fuels, precursors are mostly volatile tars released during primary pyrolysis. These tars are not completely made up of aromatic rings but rather contain aliphatic and non-carbon components, reflective of the parent fuel [30]. These inorganics and aliphatic groups make tars much more receptive to thermal cracking than gaseous-fuel PAHs [31].

Thermal cracking of the precursor PSD is represented using a model developed by Marias et al. [32]. In this model, tars are characterized as four basic types: phenol, toluene, naphthalene, and benzene. While the precursors are not actually phenol, toluene, naphthalene, or benzene, these four species are used as surrogates. In mathematical terms we may say 1
mole of precursors is taken as 1 mole of a mixture of phenol, toluene, naphthalene, and benzene. Each of these types undergo different reactions, as mapped in Fig. 1. These reactions either convert one type to another with the difference of mass being released into the gas phase, or crack completely into lighter gases. The rates of each of these reactions are given in Table I.

The Marias et al. model is translated into the number density change of precursor sections by multiplying the rates of reaction by the fraction of molecular weight cracked into light gas,

$$r_{crack} = \left( \frac{31.1}{94} k_1 x_{phe} + \frac{50}{128} k_3 x_{napth} [H_2]^{0.4} + \frac{14}{92} k_4 x_{tol} [H_2]^{0.5} + k_5 x_{ben} \right) N_i^{PAH}, \quad (16)$$

where $k_n$ values are given in Table I. Details for this equation’s derivation are given in Appendix A.3. $[H_2]$ is the concentration of $H_2$ measured in kmole/m$^3$. $x_{phe}$, $x_{napth}$, $x_{tol}$, and $x_{ben}$ are the mole fractions of surrogate precursors. The difficulty in using this submodel lies in specifying the $x_{phe}$, $x_{napth}$, $x_{tol}$, and $x_{ben}$ values. In this study, the fractions are taken as constant and the values are determined through a numerical study.

This numerical study was performed uniquely for each fuel/system considered. We evolve a representative group of precursors using the cracking scheme detailed in Table I at constant temperature and $H_2$ concentrations, until 98% of the precursors are fully converted to light gases. The time averaged mole fractions of the precursors are computed and used as constant values for $x_{phe}$, $x_{napth}$, $x_{tol}$, and $x_{ben}$ in subsequent soot simulations. Temperature, $H_2$, and total initial precursor concentrations are set equal to peak system values as these values are a close representation of the conditions where thermal cracking occurs.

The initial precursor components are estimated as follows. We start with equal parts phenol, toluene, and naphthalene. But we want to maintain an initial aromatic/aliphatic carbon ratio reflective of the actual system. This is done by adding methyl groups to the toluene precursor components, thus during the numerical study the toluene components are
Table 1: Reactions and reaction rates used in precursor cracking scheme (rates in kmole \( m^3 \cdot s \), concentrations in kmole \( m^3 \), and activation energies in J \( m^3 \cdot K \)).

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_6H_6O \rightarrow CO + 0.4 C_{10}H_8 + 0.15 C_6H_6 + 0.1 CH_4 + 0.75 H_2 )</td>
<td>( R_1 = k_1[C_6H_6O] )  ( \frac{1}{RT} ) exp ( -1.0E5 )</td>
</tr>
<tr>
<td>( C_6H_6O + 3 H_2O \rightarrow 2 CO + CO_2 + 3CH_4 )</td>
<td>( R_2 = k_2[C_6H_6O] )  ( \frac{1}{RT} ) exp ( -1.0E5 )</td>
</tr>
<tr>
<td>( C_{10}H_8 + 4 H_2O \rightarrow C_6H_6 + 4 CO + 5 H_2 )</td>
<td>( R_3 = k_3[C_{10}H_8][H_2]^{0.4} )  ( \frac{1}{RT} ) exp ( -3.24E5 )</td>
</tr>
<tr>
<td>( C_7H_8 + H_2 \rightarrow C_6H_6 + CH_4 )</td>
<td>( R_4 = k_4[C_7H_8][H_2]^{0.5} )  ( \frac{1}{RT} ) exp ( -2.47E5 )</td>
</tr>
<tr>
<td>( C_6H_6 + 5 H_2O \rightarrow 5 CO + 6 H_2 + CH_4 )</td>
<td>( R_5 = k_5[C_6H_6] )  ( \frac{1}{RT} ) exp ( -2.2E5 )</td>
</tr>
</tbody>
</table>

Figure 2: Result of numerical study considering the evolution of precursors from Pittsburgh #8 coal at 1800 K as found in Section 3.1. Results were 0.004, 0.283, 0.503, and 0.210 for \( x_{phe} \), \( x_{napth} \), \( x_{tol} \), and \( x_{ben} \) respectively.
really polymethylbenzenes. To also maintain the given initial oxygen mass fraction, phenol groups are added to the phenol precursor components, thus during the numerical study the phenol components are really polyphenolicbenzenes. If the parent fuel is coal, the initial elemental composition and aromatic carbon fraction are the same as the parent coal. For biomass, the elemental compositions and aromatic carbon content were taken from Dufour et al. [33], which were 42.6% oxygen, 50.7% carbon, and 5.9% hydrogen; with 50% of the carbon as aromatic.

With an initialization of precursors with aromatic carbon ratios and oxygen mass fractions consistent with what would be found in the system precursors, we evolve these precursors in time according to the thermal cracking reactions. The precise reactions of Table 1 cannot be used in this exercise because the ‘toluene’ precursor component is not exactly toluene and the ‘phenol’ precursor component is not exactly phenol. The reactions in Table 1 need to be modified slightly to accommodate these differences. Reaction 4 is changed so that one methyl group is removed from the ‘toluene’ component per reaction (i.e., a trimethylbenzene would become a dimethylbenzene.) This means that only one reaction in every \( n \) reactions would produce benzene, where \( n \) is the number of methyl groups added to the toluene components to adjust the initial aromatic/aliphatic carbon ratio. Similar adjustments are made to reactions 1 and 2, where a single instance of reaction 1 or 2 only removes one OH group from the component until a true phenol is present. Then reactions 1 and 2 occur as shown in the table. Reactions 3 and 5 are unchanged.

Figure 2 shows the results of this numerical study as performed for Pittsburgh #8 coal at 1800 K, which is discussed later in Section 3.1.

2.1.5. Precursor Growth

Particles are able to either increase or decrease in mass through interactions with the surrounding gas phase. Increases in mass are modeled using the hydrogen abstraction and carbon addition (HACA) mechanism.

Details of the HACA mechanism have been carefully studied and validated [4, 34, 35, 36]. Concentrations of radical species are higher in a combustion environment, and these radical species, particularly \( \text{H}^\cdot \), react with the particle surface abstracting a hydrogen atom, leaving a radical surface site. This radical site then reacts with acetylene in the surrounding gas, adding the acetylene’s carbon to the surface. Another acetylene molecule is attached in the same way, completing an additional aromatic ring on the surface of the original particle and releasing another \( \text{H}^\cdot \) into the surrounding gas. HACA is a self-sustaining chain reaction due to the number of radical species remaining constant throughout the mechanism. Figure 3 illustrates the addition of aromatic rings through the HACA mechanism. Kinetic rates for HACA are given in Table 2.

Each reaction rate given in Table 2 assumes a first order dependence on the gaseous species. The overall reaction rate (\( \text{kg/m}^2\text{s} \)) takes the form

\[
R_{\text{HACA}} = 2m_C k_4 [\text{C}_2\text{H}_2] \alpha \chi C^\cdot.
\]  

\( \chi C^\cdot \) represents a number density of sites on the particle surface which have been radicalized. The \( \alpha \) parameter is the fraction of those surface sites kinetically available for reaction. Early
Figure 3: Diagram of the complete HACA mechanism illustrating growth of a benzene ring.

Table 2: Surface growth mechanism where \( k_i = AT^n \exp\left(\frac{-E}{RT}\right) \).

<table>
<thead>
<tr>
<th>No.</th>
<th>Reaction</th>
<th>A ( \left( \text{m}^3 \text{kmol}^{-1} \text{s} \text{K}^n \right) )</th>
<th>n</th>
<th>E ( (\text{J mole}^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \text{C-H} + \text{H'} \rightarrow \text{C'} + \text{H}_2 )</td>
<td>4.2E10</td>
<td></td>
<td>54,392</td>
</tr>
<tr>
<td>1R</td>
<td>( \text{C-H} + \text{H'} \leftarrow \text{C'} + \text{H}_2 )</td>
<td>3.9E9</td>
<td></td>
<td>46,024</td>
</tr>
<tr>
<td>2</td>
<td>( \text{C-H} + \text{OH'} \rightarrow \text{C'} + \text{H}_2\text{O} )</td>
<td>1.0E7</td>
<td>0.734</td>
<td>5,932</td>
</tr>
<tr>
<td>2R</td>
<td>( \text{C-H} + \text{OH'} \leftarrow \text{C'} + \text{H}_2\text{O} )</td>
<td>3.68E5</td>
<td>1.139</td>
<td>7,093</td>
</tr>
<tr>
<td>3</td>
<td>( \text{C'} + \text{H'} \rightarrow \text{C-H} )</td>
<td>2.0E10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>( \text{C'} + \text{C}_2\text{H}_2 \rightarrow \text{C-H} + \text{H'} )</td>
<td>8.0E4</td>
<td>1.56</td>
<td>15,762</td>
</tr>
</tbody>
</table>
implementations of HACA used an $\alpha$ value of 1 due to a lack of data. Appel et al. [4], derived an empirical correlation for calculating $\alpha$,

$$\alpha = \tanh \left( \frac{a}{\log \mu_1} + b \right),$$  

(18)

where $\mu_1 = \frac{M_1}{M_0}$, and $a$ and $b$ are given as

$$a = 12.65 - 0.00563T,$$  

(19)

$$b = -1.38 + 0.00068T.$$  

(20)

The $\chi_C$ value is computed using steady-state assumptions of the HACA mechanism in Table 2

$$\chi_C = 2\chi_{C-H} \frac{k_1[H] + k_2[OH]}{k_{-1}[H_2] + k_{-2}[H_2O] + k_3[H] + k_4[C_2H_2]},$$  

(21)

$\chi_{C-H}$ is the number density of sites on the particle surface available for reaction, estimated to be 2.3E19 sites/m$^2$ [4]. We note that, in addition to surface growth via acetylene in the HACA mechanism, there has been research suggesting an increasingly important role of propargyl to surface growth [37, 38, 39]. We have not found a generalized model for the addition of soot mass through propargyl and it has not been included here. In the results presented below, soot growth is dominated by tar-soot interactions.

The addition of mass to particles is accomplished by converting the mass added through HACA into an equivalent number of particles added to a PSD section

$$r_{growth_i} = \frac{R_{HACA}S_{PAH}^iN_{PAH}^i}{m_i}. $$  

(22)

The surface area, $S_{PAH}^i$, of a precursor molecule is [40]

$$S_{PAH}^i = 5 \times 10^{-20} \cdot N_{C,i}^{PAH}, $$  

(23)

$$N_{C,i}^{PAH} = \frac{m_i}{m_C}. $$  

(24)

2.1.6. Precursor Consumption

We model the consumption of precursors via oxidation and gasification. Oxidation of a particle surface is an exothermic reaction between surface carbon/hydrogen atoms and oxidizing gases (O$_2$ and OH here), leading to products of combustion: CO$_2$, H$_2$O, or CO [41, 42]. Gasification, on the other hand, is a less exothermic, possibly endothermic, reaction between a particle surface and gaseous molecules, such as H$_2$O or CO$_2$, and results in a more diverse array of gaseous products which may include: products of combustion, small hydrocarbons, alcohols, carbonyls, and other species [43, 44].

The proposed model uses a global consumption submodel by Josephson et al. [45]. Oxidation and gasification rates ($kg/m^2s$) are given by

$$R_{oxidation} = \frac{1}{T^{1/2}} \left( A_{O_2}P_{O_2} \exp \left[ \frac{-E_{O_2}}{RT} \right] + A_{OH}P_{OH} \right), $$  

(25)
Table 3: Parameters for surface consumption models found in Eqs. 25 and 26 [45].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>units</th>
<th>value</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{O_2}$</td>
<td>$\frac{kg \cdot \text{K}^{1/2}}{\text{Pam}^2 \cdot \text{s}}$</td>
<td>1.92E-3</td>
<td>25</td>
</tr>
<tr>
<td>$E_{O_2}$</td>
<td>$\frac{j}{\text{mol}}$</td>
<td>1.16E5</td>
<td>25</td>
</tr>
<tr>
<td>$A_{OH}$</td>
<td>$\frac{kg \cdot \text{K}^{1/2}}{\text{Pam}^2 \cdot \text{s}}$</td>
<td>2.93E-3</td>
<td>25</td>
</tr>
<tr>
<td>$A_{CO_2}$</td>
<td>$\frac{J}{\text{mol}}$</td>
<td>1.92E-3</td>
<td>26</td>
</tr>
<tr>
<td>$E_{CO_2}$</td>
<td>$\frac{j}{\text{mol}}$</td>
<td>5.55E3</td>
<td>26</td>
</tr>
<tr>
<td>$A_{H_2O}$</td>
<td>$\frac{kg \cdot \text{K}^{1/2}}{\text{Pam}^2 \cdot \text{s}}$</td>
<td>1.92E-3</td>
<td>26</td>
</tr>
<tr>
<td>$E_{H_2O}$</td>
<td>$\frac{j}{\text{mol}}$</td>
<td>4.17E5</td>
<td>26</td>
</tr>
</tbody>
</table>

\[
R_{\text{gasification}} = A_{CO_2} P_{CO_2}^{0.5} T^2 \exp \left[-\frac{E_{CO_2}}{RT}\right] + A_{H_2O} P_{H_2O}^{1.21} T^{-1/2} \exp \left[-\frac{E_{H_2O}}{RT}\right],
\]

where reaction parameters are provided in Table 3. Both rates are mass consumption per unit surface area of the particles ($kg/m^2 s$).

Similar to the growth term in Eq. 22, the consumption of particle number is accomplished by converting the mass consumed into an equivalent number of particles from a PSD section,

\[
r_{\text{consume}} \text{i} = \left( R_{\text{oxidation}} + R_{\text{gasification}} \right) \frac{S_i^{PAH} N_i^{PAH}}{m_i}.
\]

2.2. Soot

As mentioned above, the soot PSD is represented using the method of moments. Moment rates are determined by a series of submodels,

\[
\frac{dM_r}{dt} = Nu_r + Gr_r + Dp_r + Cg_r,
\]

where the terms on the right-hand side of the equation represent nucleation, net surface growth (or consumption), precursor deposition, and particle coagulation.

2.2.1. Soot Nucleation

Nucleation of soot particles is accomplished through the coalescence of two precursor molecules. Section 2.1.2 describes the process of this coagulation and its effect on the precursor PSD. The expression for its effect on the soot PSD is similar [10],

\[
Nu_r = \sum_{i=1}^{\text{nbins}} \sum_{j=1}^{\text{nbins}} \beta_{i,j} (m_i + m_j)^{\gamma} N_i^{PAH} N_j^{PAH},
\]

where $\beta_{i,j}$ again represents the frequency of collision between precursor species $i$ and $j$, it is computed using Eq. 8.
2.2.2. Soot Coagulation

Coagulation of soot particles is computed based on the collision frequency between soot particles \[ C_{g_r} = \frac{1}{2} \sum_{k=1}^{r-1} r \binom{r}{k} \left( \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} m_i^k m_j^{-k} \beta_{i,j} N_i N_j \right). \] \[ (30) \]

\( (r) \) is the binomial coefficient. Note, that coagulation does not affect the first PSD moment, thus \( C_{g_1} = 0 \).

The \( \beta_{i,j} \) term, representative again of particle collision frequency, is dependent on the flow regime (continuum or free-molecular). The flow regime is classified by the Knudsen number, \( Kn = 2\lambda_f/d \), where \( \lambda_f \) and \( d \) are the gas mean free path and average particle collision diameter, respectively. Model details and derivations are provided in Appendix A.4.

\( \beta_{i,j} \) in the continuum flow regime is

\[ \beta^C_{i,j} = K_C \left( m_i^{-1/3} + m_j^{-1/3} + K'_C \left[ m_i^{-2/3} + m_j^{-2/3} \right] \right) (m_i^{1/3} + m_j^{1/3}), \] \[ (31) \]

leading to coagulation source terms in the continuum regime for \( r = 0 \) and \( r \geq 2 \),

\[ C_{g_0} = -K_c[H_0^2 + M_{-1/3}M_{1/3} + K'_c(M_{-1/3}M_0 + M_{-2/3}M_{1/3})], \] \[ (32) \]

\[ C_{g_r} = \frac{1}{2} K_c \sum_{k=1}^{r-1} r \binom{r}{k} \left[ 2M_k M_{r-k} + M_{k+1/3} M_{r-k-1/3} + M_{k-1/3} M_{r-k+1/3} 
+ K'_c(M_{k-1/3} M_{r-k} + M_k M_{r-k-1/3} + M_{k+1/3} M_{r-k+1/3} + M_{k-2/3} M_{r-k+1/3}) \right], \] \[ (33) \]

where the \( K_c = 2k_B T/3\eta \) and \( K'_c = 2.514\lambda_f/(C_s C_a) \), and \( \eta \) is the gas viscosity. \( C_s \) and \( C_a \) are evaluated using Eqs. 14 and 15. Fractional moments are computed using Lagrangian interpolation among logarithms of integer moments using Eq. 3.

Coagulation in the free molecular regime is more difficult as the \( \beta_{i,j} \) expression is

\[ \beta^f_{i,j} = K_f \left( m_i^{1/3} + m_j^{1/3} \right)^2 \left( \frac{1}{m_i} + \frac{1}{m_j} \right)^{1/2}, \] \[ (34) \]

and results in a non-expandable form of summations in Eq. 30. Therefore, a grid function is established and evaluated using Lagrangian interpolation \[ C_{g_0} = -\frac{1}{2} K_f f^{(0,0)}_{1/2}, \] \[ (35) \]

\[ C_{g_r} = \frac{1}{2} K_f \sum_{k=1}^{r-1} r \binom{r}{k} f^{(k,r-k)}_{1/2}, \] \[ (36) \]
where the $K_f = \epsilon C^2_s C^2_a \sqrt{\pi k_B T/2}$ and $\epsilon$ is the Van der Waals efficiency factor, taken as 2.2. The grid function $f^k(x,y)$ is

$$f^k(x,y) = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \left( \frac{1}{m_i} + \frac{1}{m_j} \right)^k m_i^m m_j^n \left( m_i^{1/3} + m_j^{1/3} \right)^2 N_i N_j. \quad (37)$$

Fractional values of $k$ needed to evaluate Eqs. 35 and 36 are computed using Lagrangian interpolation among the grid function evaluated at integer values of $k$. An example of how to resolve these grid functions is given in Appendix A.6.

A weighted average of the coagulation source terms in the continuum and free-molecular regimes using the Knudsen number is used to compute the final soot coagulation source term

$$C_{gr} = \frac{C_{gr}^c}{1 + Kn} + \frac{C_{gr}^f}{1 + 1/Kn}. \quad (38)$$

### 2.2.3. Soot Surface Growth and Consumption

Just as the precursor PSD was affected by the growth or consumption of precursors through the interactions between a precursor’s surface and the surrounding gas phase, the soot PSD also changes through the mechanisms previously discussed: HACA growth, oxidation, gasification, and precursor deposition. Details for the HACA, oxidation, and gasification were previously discussed in Sections 2.1.5 and 2.1.6. The rate of change of the number density of particle $i$ is given by

$$\frac{dN_i}{dt} = k_s \Delta m (N_{i-1}S_{i-1} - N_iS_i). \quad (39)$$

$k_s$ is the rate of a surface reaction (HACA, oxidation, or gasification) and is equal to $R_{HACA}$, $-R_{oxidation}$, or $-R_{gasification}$ given in Eqs. 17, 25, and 26. $\Delta m$ is the mass change to the particle due to a single reaction. For HACA, $\Delta m = 2m_C$, while for oxidation/gasification $\Delta m = m_C$. Applying moments, the net soot growth/consumption moment source term for $r \geq 1$ is derived to be

$$Gr_r = \pi C^2_s k_s \Delta m m_0^{1/3} \sum_{k=0}^{r-1} \binom{r}{k} (\Delta m)^{r-k} M_{k+\hat{r}}. \quad (40)$$

For $r = 0$, $Gr_0 = 0$. Model details and derivations are given in Appendix A.5. Precursor deposition was discussed in Section 2.1.3 and the moment source term for $r \geq 1$ is

$$D_{pr} = 2.2 \sqrt{\frac{\pi k_B T}{2}} \sum_{k=0}^{r-1} \binom{r}{k} \left( C^2_h M_{r-k+1/2} M_{k}^{\text{soot}} + 2C_h C_a C_s M_{r-k}^{\text{PAH}} M_{k+1/3}^{\text{soot}} \right. \left. + C^2_a C^2_s M_{r-k-1/2} M_{k+2/3}^{\text{soot}} \right), \quad (41)$$

where the $C_h$, $C_s$, and $C_a$ constants were given in Eqs. 11, 14, and 15. For $r = 0$, we have $D_{p0} = 0$. The precursor PSD moment is calculated across all resolved sections

$$M^j_{PAH} = \sum_{i=1}^{\text{Max_bins}} m_i^j N_i^{\text{PAH}}. \quad (42)$$
2.2.4. Soot Aggregation

Modeling soot aggregation deals directly with the morphology of soot particles. As particles grow in size, particle morphology shifts from roughly spherical to aggregate chains. This behavior is modeled using the approach of Balthasar and Frenklach [26], in which an additional statistical moment is introduced which is related to the particle surface area. This moment, \( M_\langle d \rangle \), is defined through the total particle surface area density, \( S \),

\[
S = S_0 \sum_{i=1}^{\infty} \left( \frac{m_i}{m_0} \right)^{\langle d \rangle} N_i = \frac{S_0}{m_0} M_{\langle d \rangle},
\]

where \( S_0 \) and \( m_0 \) refer to the surface area and mass of an incipient soot particle upon nucleation. \( \langle d \rangle \) is a shape factor, which can vary from 2/3, where the particles have the minimum possible surface area (spherical), to 1, where particles have the maximum possible surface area (a chain of non-overlapping incipient particles). \( \langle d \rangle \) is estimated using \( M_0, M_1, \) and \( M_{\langle d \rangle} \),

\[
\langle d \rangle = \log \frac{\mu_{\langle d \rangle}}{\mu_1},
\]

where \( \mu_{\langle d \rangle} = \frac{M_{\langle d \rangle}}{M_0} \) and \( \mu_1 = \frac{M_1}{M_0} \). While the introduction of \( \langle d \rangle \) does not completely resolve the particle morphology, it can provide a particle collision diameter and surface area available for gas-surface reactions.

\( M_{\langle d \rangle} \), the surface moment, is solved similar to other moments, with submodels for particle nucleation, precursor deposition, and net surface growth/consumption,

\[
\frac{dM_{\langle d \rangle}}{dt} = Nu_{\langle d \rangle} + Dp_{\langle d \rangle} + Gr_{\langle d \rangle}.
\]

The nucleation source, assuming spherical primary particles, is

\[
Nu_{\langle d \rangle} = m_0^{2/3} Nu_0.
\]

The deposition source term is determined by Lagrangian interpolation of the \( Dp_i \) terms for the resolved integer moments

\[
Dp_{\langle d \rangle} = L_{\langle d \rangle} (\log Dp_1, \log Dp_2, \log Dp_3).
\]

Surface growth and consumption terms require the use of another grid function \( g_k \). The source term is

\[
Gr_{\langle d \rangle} = \pi C_s^2 k_s \frac{m_0^{2/3-\langle d \rangle}}{\Delta m} \left( g_{\langle d \rangle} - M_{2\langle d \rangle} \right),
\]

with details and derivations given in Appendix A.5. As in Eq. \ref{eq:39}, \( k_s \) is the rate of a surface reaction (HACA, oxidation, or gasification) and is equal to \( R_{HACA}, -R_{oxidation}, \) or \( -R_{gasification}. \) Similar to \( f_i^{(z,y)} \) in Eq. \ref{eq:37}, \( g_k \) is computed at integer values and used to interpolate to \( g_{\langle d \rangle}. \) The grid function \( g_k \) needed in Eq. \ref{eq:48} is

\[
g_k = \sum_{i=0}^{k} \binom{k}{i} \Delta m^{k-i} M_{i+\langle d \rangle},
\]
where $\Delta m$ represents the mass of carbon change resulting from a single reaction ($\Delta m = 2m_C$ for HACA, and $\Delta m = m_C$ for oxidation and gasification).

In using this aggregation model, Balthasar and Frenklach [26] note that “constituent particles of the evolving aggregate are assumed to have point contacts with each other and, consequently, coagulation is assumed not to contribute to the change in the total surface area.” Initially, this would imply that coagulation would not affect $M_{(d)}$. However, a problem arises in coagulation dominated regions where $M_1$ and $M_{(d)}$ remain stationary, but $M_0$ decreases. The decreasing number of particles pushes $M_0$ toward $M_1$ and $\langle d \rangle$ (computed from Eq. 44) decreases below its lower bound of 2/3.

To resolve this issue, we recognize $M_{(d)}$ not as an absolute surface area moment, but rather on a scale between $M_0$ and $M_1$. Therefore, as particle coagulation affects one end of that scale, $M_0$ decreases. The decreasing number of particles pushes $M_0$ toward $M_1$ and $\langle d \rangle$ decreases below its lower bound of 2/3.

Coagulation in the free-molecular regime,

$$Cg_{(d)} = K_f \left( \frac{1}{2} h_{(d)} - (2M_0M_{(d)} + M_{1/3}M_{(d)-1/3} + M_{-1/3}M_{(d)+1/3}ight.$$}

$$+ K'_c \left[ M_0M_{(d)-1/3} + M_{-2/3}M_{(d)+1/3} + M_{(d)-2/3}M_{1/3} + M_{-1/3}M_{(d)} \right]) \right),$$

uses a grid function $h_k$ in order to interpolate to $h_{(d)}$ using Lagrange interpolation as before

$$h_k = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} (m_i + m_j)^k \left( 2 + m_i^{-1/3} m_j^{1/3} + m_i^{1/3} m_j^{-1/3} \right.$$}

$$+ K'_c \left[ m_i^{-1/3} m_i^{1/3} m_j^{-2/3} + m_i^{-2/3} m_j^{1/3} + m_j^{-1/3} \right]) N_i N_j,$$

Coagulation in the free-molecular regime,

$$Cg_{(d)} = K_f \left( \frac{1}{2} f_{(d)+1/2} - f_{1/2} \right),$$

uses the grid function given in Eq. 37. Details and derivations are given in Appendix A.4 and a example of how to resolve grid functions is given in Appendix A.6.

Once the $Cg_{(d)}$ is computed for both regimes, the results are weighted according to Eq. 38 above. This solution leads to an increased computational expense and the addition of the $Cg_{(d)}$ term can be numerically stiff, but it is also accurate.

3. Validation

The proposed soot model has been implemented in several forms and the code have been verified. Included in the supplementary material is a coded rendition of this model written
in Python. For validation of the proposed soot model, comparisons between model predicted and experimentally measured soot profiles were carried out for two different systems. The first system is a coal-fired laminar flat flame burner [46]. The second system is a biomass-fed gasifier [47]. Adequate data was published for both experiments to successfully reproduce the systems for simulation, allowing for model validation.

3.1. Coal System

Ma et al. [46, 12] collected soot from a coal-fired laminar flat flame burner, as depicted in Fig. 4. In this system, a Hencken flat-flame burner establishes a pre-mixed, fuel-lean laminar flame with in-flows of CH$_4$, H$_2$, and dilution N$_2$. Coal particles were steadily added to the center of the flame with an N$_2$ carrier gas. Proximate and ultimate analyses for three of the tested coals are summarized in Table 4.

The Hencken burner used is made up of a honeycomb mesh with small-diameter tubes inserted through the mesh-pores. Gases rapidly mix over the honeycomb and create a laminar flame sheet with a nearly uniform temperature profile [48, 49]. This particular burner was a square 5 cm on a side. Ma measured the spatial variation of temperature with a thermocouple at different heights and radial locations and found that within the inner 3 cm of the flame, temperatures varied radially by less than 40 K (about 2%) after the initial mixing layer (the first 2 cm above the burner.)
Table 4: Proximate and ultimate analyses for the six coals tested [46].

<table>
<thead>
<tr>
<th>Coal Type</th>
<th>Moisture</th>
<th>Volatiles</th>
<th>Ash</th>
<th>C</th>
<th>H</th>
<th>N</th>
<th>S</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utah Hiawatha High-Volatile B</td>
<td>7.58</td>
<td>38.78</td>
<td>9.14</td>
<td>80.53</td>
<td>5.96</td>
<td>1.33</td>
<td>0.47</td>
<td>11.71</td>
</tr>
<tr>
<td>Pittsburgh #8 High-Volatile A</td>
<td>1.87</td>
<td>37.10</td>
<td>4.11</td>
<td>84.70</td>
<td>5.40</td>
<td>1.71</td>
<td>0.92</td>
<td>7.26</td>
</tr>
<tr>
<td>Illinois #6 High-Volatile A</td>
<td>6.94</td>
<td>38.69</td>
<td>15.13</td>
<td>76.65</td>
<td>4.93</td>
<td>1.47</td>
<td>6.93</td>
<td>10.01</td>
</tr>
</tbody>
</table>

As particles entered the flame, primary pyrolysis occurred and particles devolatilized, resulting in precursors and lighter volatiles escaping into the gas phase, leaving a char particle behind. Volatile gases and char were collected by a nitrogen suction probe suspended at varying heights above the burner. This suction probe dilutes incoming gas with cool nitrogen through the walls of the probe, reducing the temperature of the collected sample to approximately 700 K at the mouth of the probe. Additional diluent nitrogen permeates the length of the probe walls to reduce sticking of particles on the inside of the probe.

From the probe, samples enter a virtual impactor where the momentum of heavier particles (char) carries them into a horizontal cyclone with a cut-off diameter of 5 µm. Particles with a larger diameter were collected in a char trap on the bottom of the cyclone, whereas smaller diameter particles passed through a soot filter at the top of the cyclone. In the virtual impactor, gases and small particles (soot) bend into a side arm. On this side arm is a soot filter through which gases pass. Gases from both the cyclone and the virtual impactor side arm pass through a water bath for cooling, water traps, flow meters, and other analysis equipment.

Data reported by [Ma et al.] included thermocouple readings along the flame centerline, with particle residence times at the same locations. Also reported were char, soot, and volatile yields from the suction probe collected along the flame centerline at varying heights. These soot yields were collected from two sources. The first source was from the two soot filters previously described, and these particles range in size from approximately 0.5-5.0 µm in diameter, as smaller particles would likely pass through the filter and larger particles ended up in the char collector. These larger particles were the second source of soot particles as they were separated from char using a sieve with 38 µm openings.

Soot particle sizes formed within the flame were on the order of 10-100 nm in effective diameter. However, agglomeration processes continued as particles were collected via the suction probe and passed through the probe, virtual impactor, side arm, and/or cyclone. Hence, particles grew from 10-100 nm at the collection probe to sizes captured by the soot filters.
3.1.1. Coal Simulations

As this system is both laminar and approximately one-dimensional, per the burner design, simulations replicating the environment for soot formation were computationally inexpensive and allowed for validation of the proposed soot model.

Simulations were carried out in one dimension for 120 mm along the gas flow direction. Ma [12] reported experimentally measured particle residence times at four locations for each coal type. These measurements were used to estimate instantaneous particle velocities. These particle velocity profiles, reported gas temperatures, and fuel properties (Table 4) were used with the Coal Percolation for Devolatilization (CPD) model [50] to predict particle devolatilization and the release of precursors during primary pyrolysis. As stated above, the soot model depends on an accurate prediction of soot precursors released from the parent fuel during primary pyrolysis. CPD can be modified to output a sectional size distribution of precursors during primary pyrolysis with section number and size dependent on coal type. These same sections were carried over to the precursor sectional model.

These simulations resolved the precursor PSD with 9 sections and the soot PSD with 6 statistical moments and a shape factor. Sections of the precursor PSD and moments of the soot PSD are transported in the z-direction by advection via the following the continuity equations

\[
\frac{d(u_z N_i^{PAH})}{dz} = \frac{dN_i^{PAH}}{dt}, \tag{53}
\]

\[
\frac{d(u_z M_r)}{dz} = \frac{dM_r}{dt}, \tag{54}
\]

assuming negligible axial diffusion relative to advection, and no significant pressure differential. Velocities, \(u_z\), were interpolated among experimentally measured values and \(dz\) was kept constant at 1.2E-5 m, resulting in 10,000 steps per simulation.

Calculation of soot surface reaction rates for both PSDs requires species concentrations of \(\text{C}_2\text{H}_2\), \(\text{H}\), \(\text{H}_2\text{O}_2\), \(\text{OH}\), \(\text{CO}_2\), and \(\text{H}_2\text{O}\). Chemical equilibrium at the local experimental temperature was assumed for these gas phase species using the ABF mechanism discussed in Section 2.1.1. The production rate of pyrene was computed from this gas state using the rate from the ABF mechanism, and any produced pyrene was added to the precursor PDF as described in Section 2.1.1. A soot cloud of 3 cm diameter was observed experimentally, and in simulation it was assumed that soot particle and chemical species concentrations were uniformly distributed across this cloud.

As described in Section 2.1.4 for the thermal cracking submodel, precursors were characterized as phenol, toluene, naphthalene, and benzene types. The mole fractions of these types is given in Table 5. The component fractions appear to vary more strongly with temperature than with coal type. For all species and temperatures, naphthalene fractions remain fairly constant. At higher temperatures toluene and phenol are exchanged for benzene. The precursor type fractions are arguably the only ‘tunable’ parameters for this simulation, but even these were not tuned to experimental data but rather computed as the expected time-evolution of the precursors in the system. This detailed model otherwise contained no parameters tuned to fit the experimental data.
Table 5: Precursor species fractions as described in Section 2.1.4 for the coal experiments.

<table>
<thead>
<tr>
<th>Temp (K)</th>
<th>Coal</th>
<th>Mole Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Phenol</td>
</tr>
<tr>
<td>1650</td>
<td>Utah Hiawatha</td>
<td>0.008</td>
</tr>
<tr>
<td>1650</td>
<td>Pittsburgh #8</td>
<td>0.008</td>
</tr>
<tr>
<td>1650</td>
<td>Illinois #6</td>
<td>0.006</td>
</tr>
<tr>
<td>1800</td>
<td>Utah Hiawatha</td>
<td>0.004</td>
</tr>
<tr>
<td>1800</td>
<td>Pittsburgh #8</td>
<td>0.004</td>
</tr>
<tr>
<td>1800</td>
<td>Illinois #6</td>
<td>0.003</td>
</tr>
<tr>
<td>1900</td>
<td>Utah Hiawatha</td>
<td>0.003</td>
</tr>
<tr>
<td>1900</td>
<td>Pittsburgh #8</td>
<td>0.003</td>
</tr>
<tr>
<td>1900</td>
<td>Illinois #6</td>
<td>0.002</td>
</tr>
</tbody>
</table>

3.1.2. Coal Results

Ma reported soot collected from both filters and sieved from the char trap. These data are compared against the results of our simulations in Fig. 5. The plots in this figure display the yield of soot, as a mass percent of the parent coal, collected at different heights above the burner (which correlate to different particle residence times). The markers represent reported experimental results and the lines represent the simulations. Results are shown for three temperatures for each of the three coals. As can be seen in the figure, there is good agreement between experiments and simulations with regard to soot formation trends and locations. There is some disagreement between the magnitude of soot yield, but even this disagreement has reasonable error among soot prediction models [51]. The curve shapes found in the figure are indicative of reaction mechanisms but are consistent across all experiments. The total yield of soot is directly linked to the volatile yield of the parent fuel, as all three of these coals are high-volatile coals, all three have significant amounts of soot formed in their systems.

The location of soot formation is largely driven by the devolatilization rate of parent fuel. As the fuel devolatilizes, precursors are released into the system and immediately begin to nucleate or crack. The short time of soot mass build-up, occurring between 15 and 35 mm above the burner, seems to indicate that the life-span of these precursors in the flame is very short. In each of the cases, soot started to form approximately 15 mm above the burner. The higher temperature systems tend to form soot more quickly, but form less soot overall, compared to the lower temperature systems. This is because the higher temperatures force higher collision frequencies among precursors, thus increasing soot nucleation rates. These increases are offset by increased thermal cracking reaction rates, causing more precursor consumption and leading to an overall smaller soot yield.

Around 35 mm above the burner, all the precursors have been consumed and the soot yield levels off. Initially there is a slight, almost imperceptible drop in yield due to oxidation.
Figure 5: Simulation results, continuous dotted lines, are compared to reported experimental data, individual marks. Results are soot mass yield as a percent of original fuel mass (dry and ash free).

This drop is most easily seen in the 1650 K Pittsburgh #8 experiment, but is present in all curves. Within the uptake of the flame was a small amount of oxygen which becomes OH, and it is this OH that begins to oxidize the soot. However, the OH is also consumed in oxidizing the soot particles, and is itself fully consumed before too long. C$_2$H$_2$, which causes surface growth, also is only present in small amounts and is fully consumed by the soot particles very quickly. Surface growth and consumption effects, like oxidation, are very small and are largely masked by soot nucleation in the initial mass build-up.

Note in Fig. 5 that the yield of the soot mass levels off around 25 to 35 mm above the burner for all cases. This is because in these low-temperature pre-mixed flames there is little to no pyrene or acetylene present in the chemistry of the system. This translates to very little particle mass increase due to gaseous growth of particles once the precursors released during primary pyrolysis are consumed. However, although no mass increase is occurring after the initial soot formation, this does not indicate that all mechanisms have stopped. Figure 6 shows the average particle collision diameter within the flame. The average particle size is continually increasing across the system as particles coagulate, changing the available
Figure 7: Particle shape factor across the flame portion of the Utah Hiawatha coal experiments. Particle surface area available for oxidation/gasification at the flame layer. This seems to indicate that particle size is strongly dependent on residence time and not only on mass yield.

Figure 7 shows that as the particle collision diameter grows the particles also become less spherical. Recall the description of the shape factor parameter $\langle d \rangle$ (as described in Section 2.2.4) indicates that at $\langle d \rangle = 2/3$ the particles are spherical but as $\langle d \rangle$ increases the particles become less spherical and have more surface area. Initially, as particle concentrations are very small, the profile is noisy as numerical errors dominate the computation of the shape factor. However, as particle concentrations increase there is an initial steep growth of the particle shape factor which quickly drops again. This trend is clearly evident in the 1650 K experiment but is present to a lesser extent in the other two experiments as well. This quick drop is the result of a slight amount of oxidation, which tends to round-out particles. There are not many oxidizing agents in this pre-mixed flame, but there are some, mostly OH, which quickly attack particle surfaces, consuming both agent and particle. The overall impact of this oxidation is hard to see in Fig. 5 but is much more evident in Fig. 7. After this initial oxidation we see the shape factor climb steeply once again until around 35 mm, at which point the precursors are fully consumed as described earlier. Once the precursors are consumed, the shape factor continues to climb but at a lesser rate. This steady climb is an indication of continued particle agglomeration throughout the flame, also seen in Figure 6. The combination of these two figures indicates that not only are particles growing in size, but are becoming more chain-like throughout the agglomeration-dominated region 35-50 mm above the burner.

In coal systems, tar is the dominant source of precursors and thus the dominant source of soot mass. An additional simulation of the burner without coal was done with soot precursors only coming from pyrene as described above. This simulation yielded soot mass less than 2% of the coal system. This shows an important quantity then is the amount of tar that is converted to soot. This value will be system dependent, but Fig. 8 reproduces Fig. 5 with a maximum sooting potential line included. These lines are an indication of the soot yield that would be observed if all tar molecules were converted to soot. As can be seen in the figure, not all tar molecules were nucleated to soot particles, the rest thermally
cracked, oxidized, or were gasified. In the case of Utah Hiawatha: 61%, 56%, and 53% of the tar mass was converted to soot, dependent on temperature. For Pittsburgh #8: 78%, 73%, and 70% mass was converted. And for Illinois #6: 74%, 70%, and 69% mass was converted.

Experimental uncertainties were not reported, nor has a full uncertainty quantification for this model been done, so the precise discrepancy between the simulations and experiments is not known. Sources of error within the experiment nearly all lead to decreased collection of soot. The soot cloud was visually estimated by Ma to be around 3 cm while the opening to the suction probe was only 2.5 cm. This suction probe did have a vacuum applied to it which helped to collect most of the flame’s soot cloud, but it is possible that some soot particles were not collected within the system. Additionally, small amounts of soot were known to deposit on the walls of the soot collection system, thus leading to reduced mass in measurements. Within the suction probe itself, nitrogen permeated the length of the probe walls to prevent particles sticking to the walls, but this permeating nitrogen was not consistent through the virtual impactor, injection tube, side arm, or cyclone. The soot filter pore size was 1 µm, but this filter is effective at capturing smaller particles as well; there were certainly particles that passed through the collection filters as a 1.0 µm collision diameter is a fairly large soot aggregate [52]. The cumulative effect of these uncertainties is difficult to quantify, but these uncertainties would result in the actual soot produced in the system being more than that reported. The simulation results consistently ‘over-predicted’ the measured soot concentrations within the system, and this is consistent with the sources of error. (The one exception to this is the 1650 K experiment with Illinois #6.) These results help to validate both the experiments and the proposed soot model for coal systems.

3.2. Biomass System

Trubetskaya et al. [47], collected soot from a fast-pyrolysis drop-tube reactor which gasified three types of biomass at two different temperatures, 1250 °C and 1400 °C. Biomass was fed into the reactor at a rate of ~0.2 g min⁻¹, where it was rapidly heated and pyrolyzed.
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Figure 8: Soot mass yield with an additional ‘maximum sooting potential’ solid line representing the mass yield of tars released into the system.
Table 6: Proximate and ultimate analyses for the biomass fuels tested.

<table>
<thead>
<tr>
<th>Biomass Type</th>
<th>Moisture</th>
<th>Volatiles</th>
<th>Ash</th>
<th>C</th>
<th>H</th>
<th>N</th>
<th>S+Cl</th>
<th>O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pinewood (Softwood)</td>
<td>5.1</td>
<td>86.6</td>
<td>0.3</td>
<td>53.1</td>
<td>6.5</td>
<td>.06</td>
<td>0.02</td>
<td>40.3</td>
</tr>
<tr>
<td>Beechwood (Hardwood)</td>
<td>4.5</td>
<td>79.4</td>
<td>1.4</td>
<td>50.7</td>
<td>5.9</td>
<td>0.13</td>
<td>0.04</td>
<td>43.3</td>
</tr>
<tr>
<td>Wheat Straw</td>
<td>5.5</td>
<td>77.5</td>
<td>4.1</td>
<td>46.6</td>
<td>6.1</td>
<td>0.6</td>
<td>0.2</td>
<td>46.5</td>
</tr>
</tbody>
</table>

Table 7: Precursor species fractions as described in Section 2.1.4 for the biomass experiments.

<table>
<thead>
<tr>
<th>Temp (°C)</th>
<th>Biomass</th>
<th>Phenol</th>
<th>Toluene</th>
<th>Naphthalene</th>
<th>Benzene</th>
</tr>
</thead>
<tbody>
<tr>
<td>1250</td>
<td>Pinewood</td>
<td>0.157</td>
<td>0.415</td>
<td>0.424</td>
<td>0.004</td>
</tr>
<tr>
<td>1250</td>
<td>Beechwood</td>
<td>0.156</td>
<td>0.415</td>
<td>0.425</td>
<td>0.004</td>
</tr>
<tr>
<td>1250</td>
<td>Wheat Straw</td>
<td>0.152</td>
<td>0.417</td>
<td>0.427</td>
<td>0.004</td>
</tr>
<tr>
<td>1400</td>
<td>Pinewood</td>
<td>0.089</td>
<td>0.444</td>
<td>0.459</td>
<td>0.007</td>
</tr>
<tr>
<td>1400</td>
<td>Beechwood</td>
<td>0.088</td>
<td>0.445</td>
<td>0.460</td>
<td>0.007</td>
</tr>
<tr>
<td>1400</td>
<td>Wheat Straw</td>
<td>0.085</td>
<td>0.446</td>
<td>0.462</td>
<td>0.007</td>
</tr>
</tbody>
</table>

as it fell through the reactor. Reaction products were passed through a cyclone where larger particles (char and fly ash) were separated and fine particles (soot) were captured on a filter attached to the outlet of the cyclone. Proximate and ultimate analysis of the three biomass types are given in Table 6.

Collected particles were analyzed in a number of ways: elemental analysis, ash compositional analysis, FTIR spectroscopy, X-ray diffraction, thermogravimetric analysis, N₂ adsorption analysis, transmission electron microscopy (TEM), electron energy-loss spectroscopy, particle size distribution analysis, and graphitic structure. For purposes of validation, we focus here on the reported soot yield data and the particle size distribution analysis. Soot yield data were obtained for both an organic fraction and an inorganic fraction (through a standard ash test) of soot collected from the exhaust gas. However, in all cases soot was overwhelmingly organic, and inorganic fractions were only detectable in Wheat Straw soot and Beechwood soot at the higher temperature. The particle size distributions were estimated manually from TEM images. For every experiment, 50 particles were separated for the size analysis and every particle was assumed to spherical.

3.2.1. Biomass Simulations

In the simulations, we assumed that all soot was completely organic. Concentrations of precursors released during the primary-pyrolysis of the biomass were estimated using CPD-bio, an adaptation of CPD for estimating the behavior of biomass devolatilization using
the same structure principles derived for CPD [54]. Particle temperatures, velocities, and residence times were computed using the devolatilization model provided in the supplemental material of the original study [47]. These temperature profiles were then used in CPD-bio to predict tar yields segregated into a sectional precursor PSD. These simulations resolved the precursor PSD with 10 sections and the soot PSD with 6 statistical moments along with the shape factor.

Precursors were again characterized into different types and the results are shown in Table 7. Some trends we observed for coal seem to be consistent for biomass as well. There does not appear to be much difference in precursor type fractions between biomass species but there does seem to be a heavy correlation between the type fractions and temperature. Although there does not appear to be much variation between different biomass species, there is a significant difference between precursor type fractions for the biomass in Table 7 and type fractions for coal in Table 5.

Simulations assumed that chemical species and soot concentrations were uniform across the diameter of the reactor (2 cm) and chemical equilibrium using the ABF mechanism was assumed for gaseous species. We treated the soot formation simulation as a plug-flow reactor with Eqs. 53 and 54 solved for both precursor PSD sections and soot PSD moments.

3.2.2. Biomass Results

Figure 9 shows simulation results compared to the experimental data. As can be seen in the figure, there is good agreement between simulations and experiments with the simulation results all lying within or very close to the reported error bounds of the experiments; the only exception is the 1250 °C experiment for the Beechwood fuel. The model also captures the trends of the experiments, where higher temperatures generally led to higher rates of precursor thermal cracking, which led to lower soot yields, as seen in the Pinewood and Beechwood experiments. Soot yields from wheat straw, on the other hand, went up as the system responded the significant differences in the chemistry of the wheat straw, which was also captured by the model. In general, the softwood produces more soot than either the hardwood or the straw. This trend is seen in both experiments and in simulations, where again the only exception is the lower temperature hardwood.
Figure 10: Blue bars represent experimentally measured particle-size distributions and red lines represent simulation resolved moments fitted to a log-normal distribution.
The proposed detailed model does not resolve a full particle distribution but rather only moments of the distribution. In order to compare the experimentally analyzed distributions against the resolved statistical moments, the resolved moments were fitted to a log-normal distribution. With this assumption, a PSD could be reconstructed for each set of conditions and compared directly to available experimental data as seen in Fig. 10. In the experiments, 50 particles were analyzed for each set of conditions via visual analysis, and the results are seen as the blue bars of the figure. The red lines represent the first three simulation moments set to a log-normal distribution. While there certainly exist discrepancies between experimental data and simulation results, the two are highly complementary, with the exception of the 1250 °C Pinewood experiment. This experiment’s difference may be due to the log-normal assumption used to reconstruct the distributions. This particular system had a much longer residence time than the others resulting in a flatter experimental distribution.

To compare experimental and simulation moments directly, we used reduced moments, that is \( \mu_r = M_r/M_0 \). Fig. 11 shows a direct comparison between these reduced moments for the Pinewood fuel. The other two experiments are almost identical in their comparison. Experimental and simulation moment orders never had an error of more than 6%, showing very good agreement for the particle distributions.

4. Conclusions

A physics-based model for predicting soot formation from solid-complex fuels was proposed. This model has a number of advantages for predictability in a wide variety of flames. Researchers should be comfortable extrapolating the use of this model without parameter calibration specific to their situation.

That being said, the model does not include every possible mechanism that can affect soot formation. For example, it is known from reported research \[\text{[55, 17]}\], that the presence of inorganics, Na, K, S, etc., in the soot particle structure can have catalytic effects on the chemical interactions between particle surface and surrounding gases. The exact effects of
these inorganics are not fully quantified or developed into a model form yet and thus not included here. While it is believed that catalytic effects are small, they are a source of error that researchers should be aware of, especially for biomass fuels which have a tendency to have more inorganics present.

In the model’s current formulation, oxidation and gasification consume particle mass, which affects the higher moments of the soot PSD; however, it does not affect the zeroth moment, particle number density. As a result, when particles are fully consumed, simulation results may indicate a number of particles still present in the system where there is little or no mass. In addition, particles have a tendency to fragment [56, 57], whether through a mechanical breakage of an aggregate or through chemical consumption. Currently, this model does not account for any particle fragmentation.

Section 2.1.4 refers to the use of a submodel developed by Marias et al. [32] for predicting thermal cracking rates of soot precursors. This submodel requires a precursor characterization, and in this study we used time-averaged values for those precursor types determined by a numerical study described above. A numerical study done for every fuel type under unique conditions is undesirable and work is ongoing to improve aspects of this submodel’s implementation. In addition, the total sensitivity of these type-fractions to overall soot yields is not completely quantified and also an area of ongoing model improvement.

The numerical economy of the Method of Moments applied in this model allows for detailed resolution of the soot PSD to be coupled with the resolution of other physics in reactive flows. However, even with these advantages the computational expense of the proposed model may be too high for use in large-scale simulations. This is because the full-detailed model presented contains multiple sections to be resolved for the precursor PSD and at minimum 4 moments to be resolved for the soot PSD with a large number of processes affecting each term. However, the detailed model presented is useful in calibrating simpler models for use in larger CFD simulations.

In conclusion, this proposed soot model shows promising results for predicting soot particle formation in a large variety of systems, but researchers using the model should be aware of implementation details and limits to tailor its use in their own systems. Work is ongoing to perform a full sensitivity analysis and uncertainty quantification of parameters found in the submodels of this proposed model. Both these analysis should help researchers understand the implications in implementing this model and variations of it into their simulations and own research.
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Appendix A. Model Derivations

This appendix is added to give greater details of some of the submodel derivations. This study uses the Method of Moments with Interpolative Closure (MoMIC), a commonly used model in the soot formation literature, but its derivation is not readily available. As a result, one may find multiple inconsistent variations of MoMIC among different research groups. One purpose of this Appendix is to provide a complete derivation for MoMIC which new researchers may use as a reference and as an aid to understanding the model.

Appendix A.1. Soot Nucleation from Sections 2.1.2 and 2.2.1

Soot nucleation is based on the coalescence of precursors

\[
\frac{dN_i^{PAH}}{dt} = - \sum_{j=1}^{n_{\text{bins}}} \beta_{i,j}^{PAH} N_i^{PAH} N_j^{PAH}, \quad (A.1)
\]

where \( \beta_{i,j} \) represents the frequency that precursors \( N_i^{PAH} \) and \( N_j^{PAH} \) collide and stick together. The frequency factor \( \beta_{i,j}^{PAH} \) is computed from collision theory

\[
\beta_{i,j} = (d_i^{PAH} + d_j^{PAH})^2 \sqrt{\frac{\pi k_B T}{2 \mu_{i,j}}}, \quad (A.2)
\]

where \( k_B \) is Boltzmann’s constant, \( T \) is the temperature, and \( \mu_{i,j} \) is the reduced mass of precursors \( i \) and \( j \)

\[
\mu = \frac{m_i m_j}{m_i + m_j}. \quad (A.3)
\]

\( d_i^{PAH} \) represents the collision diameter of precursor \( i \), which we compute using a geometric relationship for the most condensed PAH species of size \( m_i \) [10]

\[
d_i^{PAH} = d_A \sqrt{\frac{2m_i^{PAH}}{3m_C}}, \quad (A.4)
\]

with \( d_A \) being the diameter of a single aromatic ring, 1.395\( \sqrt{3} \) Å.

Equation (A.2) only describes the frequency of collision between two non-interacting spherical molecules. A van der Waals enhancement factor \( \epsilon = 2.2 \) [34, 58] is applied to Equation (A.2) resulting in Equation (8).

Equation (A.1) expresses the change in precursor sections’ number densities due to soot nucleation. To evaluate the effect on the soot PSD we sum across all sections of the precursor PSD and divide by two to discount the double-counting of nucleation occurrences

\[
\frac{dN}{dt} = \frac{1}{2} \sum_{i=1}^{n_{\text{bins}}} \sum_{j=1}^{n_{\text{bins}}} \beta_{i,j}^{PAH} N_i^{PAH} N_j^{PAH}. \quad (A.5)
\]
Here $N$ would indicate a soot particle the total number of soot particles. From here we can convolve the above equation with the moment definition, Equation 2, to obtain

$$\sum_{k=1}^{\infty} m_k^r \frac{dN}{dt} = \sum_{k=1}^{\infty} m_k^r \frac{1}{2} \sum_{i=1}^{n_{bins}} \sum_{j=1}^{n_{bins}} \beta_{i,j}^{PAH} N_i^{PAH} N_j^{PAH}. \quad (A.6)$$

Substitute $m_k = m_i^{PAH} + m_j^{PAH}$,

$$\sum_{k=1}^{\infty} m_k^r \frac{dN}{dt} = \sum_{k=1}^{\infty} \frac{1}{2} \sum_{i=1}^{n_{bins}} \sum_{j=1}^{n_{bins}} (m_i + m_j)^r \beta_{i,j}^{PAH} N_i^{PAH} N_j^{PAH}, \quad (A.7)$$

$$\sum_{k=1}^{\infty} m_k^r \frac{dN_k}{dt} = \frac{1}{2} \sum_{i=1}^{n_{bins}} \sum_{j=1}^{n_{bins}} (m_i + m_j)^r \beta_{i,j}^{PAH} N_i^{PAH} N_j^{PAH}, \quad (A.8)$$

$$\frac{dM_r}{dt} = \frac{1}{2} \sum_{i=1}^{n_{bins}} \sum_{j=1}^{n_{bins}} (m_i + m_j)^r \beta_{i,j}^{PAH} N_i^{PAH} N_j^{PAH}. \quad (A.9)$$

Which is equivalent to Equation 29.

Appendix A.2. Precursor Deposition from Sections 2.1.3, 2.2.3, and 2.2.4

The submodel for the precursor deposition, from the perspective of the precursors, begins the same as the nucleation submodel

$$\frac{dN_{j}^{PAH}}{dt} = - \sum_{i=1}^{\infty} \beta_{i,j} N_i N_j^{PAH}. \quad (A.10)$$

This equation represents the change of the number $N_j^{PAH}$ of precursors as they collide and stick with $N_i$ particles. The frequency factor $\beta_{i,j}$ is computed similar to Equation A.2, with a few small differences. We assume the mass $m_i$ of the soot particle is much larger than the precursor molecule $m_j$. Therefore the reduced mass is $\mu_{i,j} = m_j$. We also substitute a soot particle diameter as this reaction occurs with the collision of a soot particle and precursor instead of two precursors

$$\beta_{i,j} = 2.2(d_i + d_j^{PAH})^2 \sqrt{\frac{\pi k_B T}{2m_j}}. \quad (A.11)$$

The diameter of the soot particle is a function of the particle mass and shape factor,

$$d_i = C_s C_s m_i^{1/3}, \quad (A.12)$$

where $C_s$, defined in Equation 14 is the coefficient related to the diameter of a spherical particle, and $C_a$, defined in Equation 15 is a coefficient relating to the particle shape deviation from spherical. Substitute this diameter definition back into Equation A.11

$$\beta_{i,j} = 2.2(C_a C_s m_i^{1/3} + C_h m_j^{1/2})^2 \sqrt{\frac{\pi k_B T}{2m_j}}. \quad (A.13)$$
\[ \beta_{i,j} = 2.2 \sqrt{\frac{\pi k_B T}{2}} \left( C_a^2 C_s^2 m_j^{-1/2} m_i^{2/3} + 2C_a C_s C_h m_i^{1/3} + C_h^2 m_j^{1/2} \right). \] (A.14)

Substitute \( \beta \) back into Equation (A.10)

\[ \frac{dN_{PAH}^j}{dt} = -2.2 \sqrt{\frac{\pi k_B T}{2}} \sum_{i=1}^{\infty} \left( C_a^2 C_s^2 m_j^{-1/2} m_i^{2/3} + 2C_a C_s C_h m_i^{1/3} + C_h^2 m_j^{1/2} \right) N_i N_{PAH}^j, \] (A.15)

and apply the definition of moments from Equation (2)

\[ \frac{dN_{PAH}^j}{dt} = -2.2 \sqrt{\frac{\pi k_B T}{2}} \left( C_a^2 C_s^2 m_j^{-1/2} M_{2/3} + 2C_a C_s C_h M_{1/3} + C_h^2 m_j^{1/2} M_0 \right) N_{PAH}^j, \] (A.16)

which is the same as Equation 13.

To derive the effects of precursor deposition on the soot moments, we start by defining the change in the number of particles of a given size, \( m_i \). The number of particles, \( N_i \), increases as smaller particles, of size \( m_i - m_{PAH}^j \), grow to \( m_i \) through the deposition process. \( N_i \) decreases as those particles grow larger also through deposition

\[ \frac{dN_i}{dt} = \sum_{j=1}^{n_{bins}} \left( \beta_{i-j,j} N_{i-j} N_{PAH}^j - \beta_{i,j} N_i N_{PAH}^j \right). \] (A.17)

We convolve Equation (A.17) using the moment definition, Equation (2) to obtain

\[ \sum_{i=1}^{\infty} m_i^r \frac{dN_i}{dt} = \sum_{i=1}^{\infty} m_i^r \sum_{j=1}^{n_{bins}} \left( \beta_{i-j,j} N_{i-j} N_{PAH}^j - \beta_{i,j} N_i N_{PAH}^j \right), \] (A.18)

\[ \frac{dM_r}{dt} = \sum_{i=1}^{\infty} \sum_{j=1}^{n_{bins}} m_i^r \beta_{i-j,j} N_{i-j} N_{PAH}^j - \sum_{i=1}^{\infty} \sum_{j=1}^{n_{bins}} m_i^r \beta_{i,j} N_i N_{PAH}^j. \] (A.19)

Now we will treat each term individually. Discretize each PSD as a series of sections defined by the minimal possible size, \( m_C \). When each is discretized, we can say that \( m_r^i = i^r m_C \) (also note \( m_j^r = j^r m_C \)). Substitute this definition into the first term of (A.19)

\[ Term_1 = \sum_{i=1}^{\infty} \sum_{j=1}^{n_{bins}} m_C^{i^r} \beta_{i-j,j} N_{i-j} N_{PAH}^j. \] (A.20)

Now we define \( k = i - j \) and switch the order of the summations

\[ Term_1 = \sum_{j=1}^{n_{bins}} \sum_{k=-j}^{\infty} m_C^{k^r} (k+j)^r \beta_{k,j} N_k N_{PAH}^j. \] (A.21)
There are no particles of negative or zero size, therefore we may set all portions of the summation where \( k < \leq 0 \) to be equal to zero

\[
Term_1 = 0 + \sum_{j=1}^{n_{\text{bins}}} \sum_{k=1}^{\infty} m_C^r (k + j)^r \beta_{k,j} N_{kj} N_{j}^{PAH}.
\] (A.22)

Substituting the binomial expansion of \((k + j)^r\) yields

\[
Term_1 = \sum_{j=1}^{n_{\text{bins}}} \sum_{k=1}^{\infty} m_C^r \sum_{l=0}^{r} \binom{r}{l} j^r l! \beta_{k,j} N_{kj} N_{j}^{PAH}.
\] (A.23)

\[
Term_1 = \sum_{j=1}^{n_{\text{bins}}} \sum_{l=0}^{r} \binom{r}{l} \sum_{k=1}^{\infty} \frac{j^r m_C^r k^l m_C^l}{j^l m_C^l} \beta_{k,j} N_{kj} N_{j}^{PAH}.
\] (A.24)

\[
Term_1 = \sum_{j=1}^{n_{\text{bins}}} \sum_{l=0}^{r} \binom{r}{l} \sum_{k=1}^{\infty} m_j^{r-l} m_k^l \beta_{k,j} N_{kj} N_{j}^{PAH},
\] (A.25)

Returning to Equation A.19, we substitute in the resolved value for the first term

\[
\frac{dM_r}{dt} = \sum_{j=1}^{n_{\text{bins}}} \sum_{l=0}^{r} \binom{r}{l} \sum_{k=1}^{\infty} m_j^{r-l} m_k^l \beta_{k,j} N_{kj} N_{j}^{PAH} - \sum_{j=1}^{n_{\text{bins}}} \sum_{l=1}^{\infty} m_i^l \beta_{i,j} N_i N_{j}^{PAH}.
\] (A.26)

Note, that when \( r = l \) the first and second terms are equivalent. Therefore,

\[
\frac{dM_r}{dt} = \sum_{j=1}^{n_{\text{bins}}} \sum_{l=0}^{r-1} \binom{r}{l} \sum_{i=1}^{\infty} m_j^{r-l} m_i^l \beta_{i,j} N_i N_{j}^{PAH}.
\] (A.27)

Now substitute the \( \beta_{i,j} \) from Equation A.14 and simplify by using the definition of moments, Equations 2 and 42

\[
\frac{dM_r}{dt} = \sum_{j=1}^{n_{\text{bins}}} \sum_{l=0}^{r-1} \binom{r}{l} \sum_{i=1}^{\infty} m_j^{r-l} m_i^l \beta_{i,j} N_i N_{j}^{PAH} 2.2 \sqrt{\frac{\pi k_B T}{2}} (C_a^2 C_s^2 m_j^{-1/2} m_i^{2/3} + 2 C_a C_s C_h m_i^{1/3}) (C_2^2 M_{j}^{PAH} + C_h^2 m_j^{1/2}) N_{kj} N_{j}^{PAH},
\] (A.28)

\[
\frac{dM_r}{dt} = 2.2 \sqrt{\pi k_B T} \sum_{j=0}^{r-1} \binom{r}{l} (C_a^2 C_s^2 M_{j}^{PAH}) (C_2^2 M_{j}^{PAH}) + 2 C_a C_s C_h M_{j}^{PAH} M_{j}^{PAH} + C_h^2 M_{j}^{PAH}),
\] (A.29)
to obtain Equation 41.

We can carry out this derivation for the soot surface moment but we will find that the fractional moments, $M_d$, leads to complications in the first term of Equation A.19. We can use a grid function to resolve that first term, but given the nature of this submodel it is simpler and computationally less expensive to resolve the submodel using Lagrangian Interpolation between the already resolved full moment terms as seen in Equation 47. In addition, this interpolation is just as accurate as applying a grid function to the first term of Equation A.19.

Appendix A.3. Precursor Cracking from Section 2.1.4

The entire principle behind the cracking scheme of this model is to take the Marias et al. model, that seen in Table I and apply it in way consistent with the sectional method of precursor evolution. We define the characterization of the precursor species

$$N_i^{PAH} = N_{i,Phenol} + N_{i,Naphthylene} + N_{i,Toluene} + N_{i,Benzene}, \quad (A.30)$$

$$N_{i,Phenol} = x_{phe}N_i^{PAH}, \quad (A.31)$$

$$N_{i,Naphthalene} = x_{napth}N_i^{PAH}, \quad (A.32)$$

$$N_{i,Toluene} = x_{tol}N_i^{PAH}, \quad (A.33)$$

$$N_{i,Benzene} = x_{ben}N_i^{PAH}, \quad (A.34)$$

where $x_i$ represents a mole fraction of a precursor section that may be characterized by phenol, naphthalene, toluene, or benzene. The critical portion of this model is the use of phenol, naphthalene, toluene, and benzene directly as surrogates to represent those molecules

$$N_{i,Phenol} \approx N_{C_6H_6O}, \quad (A.35)$$

$$N_{i,Naphthalene} \approx N_{C_{10}H_8}, \quad (A.36)$$

$$N_{i,Toluene} \approx N_{C_7H_8}, \quad (A.37)$$

$$N_{i,Benzene} \approx N_{C_6H_6}. \quad (A.38)$$

The above equations may seem odd as the two species do not have the same mass, but it is important that we recognize that this approximation holds up with respect to how the species crack, as in that a single cracking reaction would result in a similar proportion of mass loss from the surrogate molecule and the actual precursor molecule and the rate of cracking reactions are approximately the same. Now working with just the surrogate in mind, we want to know the rate of mass cracked to gas for each surrogate species. Generalizing rates from Table I we may compute a rate of mass production for gas from the surrogate species

$$\dot{M}_{gas} = \sum m_i \nu R_i, \quad (A.39)$$

where $\nu$ is the stoichiometric coefficient associated with each gaseous species, positive if the species is a product and negative if it is a reactant. This equation only includes light gas
species, not any of the surrogate species; therefore, the first equation of Table 1 would only
consider species CO, CH₄, and H₂. Recognizing now that the mass of gas produced is equal
to the mass loss of surrogate species, we may convert that mass loss to an equivalent number
of surrogate molecules consumed

\[ \dot{M}_{\text{gas}} = \dot{M}_{\text{surrogate}}, \quad (A.40) \]

\[ \frac{\dot{N}_{\text{surrogate}}}{N_a} \approx \frac{\dot{M}_{\text{surrogate}}}{m_{\text{surrogate}}}, \quad (A.41) \]

The division of Avogadro’s number is to convert kmoles to a number of molecules. Putting
all this together for each reaction of the table,

\[ \frac{dN_{C_6H_6O}}{N_a dt} = \left( m_{CO} + 0.1 m_{CH_4} + 0.75 m_{H_2} \right) \frac{k_1 [C_6H_6O]}{m_{C_6H_6O}}, \quad (A.42) \]

\[ \frac{dN_{C_6H_6O}}{N_a dt} = \left( 3 m_{CO} + m_{CO_2} + 3 m_{CH_4} - 3 m_{H_2O} \right) \frac{k_2 [C_6H_6O]}{m_{C_6H_6O}}, \quad (A.43) \]

\[ \frac{dN_{C_{10}H_8}}{N_a dt} = \left( 4 m_{CO} + 5 m_{H_2} - 4 m_{H_2O} \right) \frac{k_3 [C_{10}H_8][H_2]^{0.4}}{m_{C_{10}H_8}}, \quad (A.44) \]

\[ \frac{dN_{C_7H_8}}{N_a dt} = \left( m_{CH_4} - m_{H_2} \right) \frac{k_4 [C_7H_8][H_2]^{0.5}}{m_{C_7H_8}}, \quad (A.45) \]

\[ \frac{dN_{C_6H_6}}{N_a dt} = \left( 5 m_{CO} + m_{CH_4} + 6 m_{H_2} - 5 m_{H_2O} \right) \frac{k_5 [C_6H_6]}{m_{C_6H_6}}, \quad (A.46) \]

Combine Equations \( A.40 \) and \( A.41 \) as they both show the change of phenol. Now we take
the approximation we set at the beginning of this derivation, \( x_i N_i^{PAH} \approx N_i \) where \( i \) is a
surrogate species and substitute into both sides of the above equations. Note that \( [i] = \frac{N_i}{N_a} \),

\[ \frac{d(x_{\text{phe}} N_i^{PAH})}{N_a dt} = \left( m_{CO} + 0.1 m_{CH_4} + 0.75 m_{H_2} \right) \frac{k_1 (x_{\text{phe}} N_i^{PAH})}{N_a} \]

\[ + \left( 3 m_{CO} + m_{CO_2} + 3 m_{CH_4} - 3 m_{H_2O} \right) \frac{k_2 (x_{\text{phe}} N_i^{PAH})}{N_a} \]

\[ \frac{d(x_{\text{napth}} N_i^{PAH})}{N_a dt} = \left( 4 m_{CO} + 5 m_{H_2} - 4 m_{H_2O} \right) \frac{k_3 (x_{\text{napth}} N_i^{PAH})}{N_a} \frac{[H_2]^{0.4}}{m_{C_{10}H_8}}, \quad (A.47) \]
\[
\frac{d(x_{\text{tot}}N_i^{PAH})}{N_a dt} = \frac{(m_{CH_4} - m_{H_2}) k_4 \left(\frac{x_{\text{tot}}N_i^{PAH}}{N_a}\right)}{m_{C_7H_8}} [H_2]^{0.5},
\]

(A.49)

\[
\frac{d(x_{\text{ben}}N_i^{PAH})}{N_a dt} = \frac{(5m_{CO} + 1m_{CH_4} + 6m_{H_2} - 5m_{H_2O}) k_5 \left(\frac{x_{\text{ben}}N_i^{PAH}}{N_a}\right)}{m_{C_6H_6}}
\]

(A.50)

Conveniently, Avogadro’s number would cancel out on both sides of each equation. Returning to Equation [A.30] we substitute some values and take the derivative of both sides

\[
\frac{dN_{i}^{PAH}}{dt} = \frac{d(x_{\text{phe}}N_i^{PAH})}{dt} + \frac{d(x_{\text{napth}}N_i^{PAH})}{dt} + \frac{d(x_{\text{tol}}N_i^{PAH})}{dt} + \frac{d(x_{\text{ben}}N_i^{PAH})}{N_a dt},
\]

(A.51)

substitute in our derived equations above, Equations [A.47]-[A.50], and the known molecular weights and we get Equation 16 from the model.

Appendix A.4. Soot Coagulation from Sections 2.2.2 and 2.2.4

Similar to the collision between soot particles and precursors, the start of this model begins with two terms, the first representing the production of a given sized particle through the collision and sticking of two particles of lesser size, and the second representing the consumption of a given sized particle as it collides and sticks with another particle

\[
\frac{dN_{i}}{dt} = \frac{1}{2} \sum_{j=1}^{i-1} \beta_{j,i-j}N_{i-j}N_{j} - \sum_{j=1}^{\infty} \beta_{i,j}N_{i}N_{j}.
\]

(A.52)

Convolving this equation with the moment definition, Equation 2, to obtain

\[
\sum_{i=1}^{\infty} m_{i}^{r} \frac{dN_{i}}{dt} = \sum_{i=1}^{\infty} m_{i}^{r} \left( \frac{1}{2} \sum_{j=1}^{i-1} \beta_{j,i-j}N_{i-j}N_{j} - \sum_{j=1}^{\infty} \beta_{i,j}N_{i}N_{j} \right),
\]

(A.53)

\[
\frac{dM_{r}}{dt} = \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{i-1} m_{i}^{r} \beta_{j,i-j}N_{i-j}N_{i-j} - \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} m_{i}^{r} \beta_{i,j}N_{i}N_{j}.
\]

(A.54)

If we iterate across the j parameter space first and then across the i space second, we can reorganize our iteration limits. Refer to Figure A.12 for a visual representation of this summation reorganization

\[
\frac{dM_{r}}{dt} = \frac{1}{2} \sum_{j=1}^{\infty} \sum_{i=j+1}^{\infty} m_{i}^{r} \beta_{j,i-j}N_{j}N_{i-j} - \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} m_{i}^{r} \beta_{i,j}N_{i}N_{j}.
\]

(A.55)

Substitute, \( k = i - j \), 2

\[
\frac{dM_{r}}{dt} = \frac{1}{2} \sum_{j=1}^{\infty} \sum_{k=j+1}^{\infty} m_{k+j}^{r} \beta_{j,k}N_{j}N_{k} - \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} m_{i}^{r} \beta_{i,j}N_{i}N_{j},
\]

(A.56)
Equation (A.57) is the base equation common for all particle coagulation. From here we’ll derive four different submodels: whole moment resolution for both continuum and free-molecular continuum flow regimes, and fractional moment resolution (for the surface moment) resolution in both regimes as well. First we will resolve the whole moment submodels. Through a binomial expansion we know that

\[ (m_i + m_j)^r = \sum_{k=0}^{r} \binom{r}{k} m_i^k m_j^{r-k}. \]  

Therefore

\[ \frac{dM_r}{dt} = \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{k=0}^{r} \binom{r}{k} m_i^k m_j^{r-k} \beta_j,i N_j N_i - \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} m_i^r \beta_i,j N_i N_j. \]  

Where \( k = r \), the first term and second term are equivalent and cancel each other out

\[ \frac{dM_r}{dt} = \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{k=0}^{r-1} \binom{r}{k} m_i^k m_j^{r-k} \beta_j,i N_j N_i. \]  

Now we resolve the frequency of coagulation parameter for the continuum regime, \( \beta_{i,j} \), as defined by Seinfeld and Pandis [59]

\[ \beta_{i,j}^C = K_C \left( \frac{C_i}{m_i^{1/3}} + \frac{C_j}{m_j^{1/3}} \right) \left( m_i^{1/3} + m_j^{1/3} \right), \]  

\[ K_C = \frac{2kBT}{3\eta}, \]
\[ C_i = 1 + 1.257Kn_i, \quad \text{(A.63)} \]

\[ Kn_i = \frac{2\lambda_f}{d_i}, \quad \text{(A.64)} \]

\[ d_i = C_aC_sm_i^{1/3}, \quad \text{(A.65)} \]

where \( k_B \) is Boltzmann’s constant, \( T \) is the temperature, \( \eta \) is the gas viscosity, and \( \lambda_f \) is the gas mean free path, \( C_a \) and \( C_s \) were defined earlier in Equations \( \text{(A.15)} \) and \( \text{(A.14)} \) respectively. We substitute all these definitions back into Equation \( \text{(A.61)} \) and then that back into Equation \( \text{(A.60)} \)

\[ \beta_{i,j}^C = K_C \left( \frac{1 + 1.257 \frac{2\lambda_f}{C_aC_sm_i^{1/3}}}{m_i^{1/3}} + \frac{1 + 1.257 \frac{2\lambda_f}{C_aC_sm_j^{1/3}}}{m_j^{1/3}} \right) (m_i^{1/3} + m_j^{1/3}), \quad \text{(A.66)} \]

\[ K'_C = \frac{2.514\lambda_f}{C_aC_s}, \quad \text{(A.67)} \]

\[ \beta_{i,j}^C = K_C \left( m_i^{-1/3} + m_j^{-1/3} + K'_C \left[ m_i^{-2/3} + m_j^{-2/3} \right] \right) (m_i^{1/3} + m_j^{1/3}), \quad \text{(A.68)} \]

\[ \frac{dM_r}{dt} = \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{k=0}^{r-1} \binom{r}{k} m_i^k m_j^{r-k} K_C \left( m_i^{-1/3} + m_j^{-1/3} \right) \]

\[ + K'_C \left[ m_i^{-2/3} + m_j^{-2/3} \right] (m_i^{1/3} + m_j^{1/3})N_iN_j, \quad \text{(A.69)} \]

\[ \frac{dM_r}{dt} = \frac{K_C}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{k=0}^{r-1} \binom{r}{k} \left( m_i^k m_j^{r-k} + m_i^{k+1/3} m_j^{r-k-1/3} + m_i^{k-1/3} m_j^{r-k+1/3} + m_i^{k+1/3} m_j^{r-k+1/3} \right) \]

\[ + K'_C \left[ m_i^{k-1/3} m_j^{r-k} + m_i^{k+1/3} m_j^{r-k-2/3} + m_i^{k-2/3} m_j^{r-k+1/3} + m_i^{k} m_j^{r-k-1/3} \right] \]

\[ N_iN_j, \quad \text{(A.70)} \]

\[ \frac{dM_r}{dt} = \frac{K_C}{2} \sum_{k=0}^{r-1} \binom{r}{k} \left( M_kM_{r-k} + M_{k+1/3}M_{r-k-1/3} + M_{k-1/3}M_{r-k+1/3} + M_kM_{r-k} \right) \]

\[ + K'_C \left[ M_{k-1/3}M_{r-k} + M_{k+1/3}M_{r-k-2/3} + M_{k-2/3}M_{r-k+1/3} + M_kM_{r-k-1/3} \right]. \quad \text{(A.71)} \]
This is equivalent to Equation 33, coagulation in the continuum flow regime. Since the binomial expansion of Equation A.58 does not hold when \( r = 0 \), we treat this case separately by deriving a simplified equation starting from Equation A.57

\[
\frac{dM_0}{dt} = -\frac{1}{2} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \beta_{j,k} N_j N_k,
\]

(A.72)

substitute for \( \beta_{i,k} \) from Equation A.61,

\[
\frac{dM_0}{dt} = -\frac{1}{2} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} K_C \left( m_i^{-1/3} + m_j^{-1/3} + K'_C \left[ m_i^{-2/3} + m_j^{-2/3} \right] \right) (m_i^{1/3} + m_j^{1/3}) N_j N_k,
\]

(A.73)

\[
\frac{dM_0}{dt} = -K_C \left( M_0^2 + M_{1/3}M_{-1/3} + K'_C \left[ M_0M_{-1/3} + M_{1/3}M_{-2/3} \right] \right).
\]

(A.74)

Equivalent to Equation 32 coagulation in the continuum flow regime. Now we will resolve the frequency of coagulation parameter, \( \beta_{i,j} \), in the free-molecular flow regime, again as defined by Seinfeld and Pandis [59]

\[
\beta_{F,i,j} = (d_i + d_j)^2 \sqrt{\frac{\pi k_B T}{2 \mu_{i,j}}},
\]

(A.75)

\[
\mu_{i,j} = \frac{m_i m_j}{m_i + m_j}.
\]

(A.76)

Substitute definitions into Equation A.75 and then back into Equation A.60

\[
\beta_{F,i,j} = (C_a C_s m_i^{1/3} + C_a C_s m_j^{1/3})^2 \sqrt{\frac{\pi k_B T}{2 \mu_{i,j}}},
\]

(A.77)

\[
\beta_{F,i,j} = C_a^2 C_s^2 \sqrt{\frac{\pi k_B T}{2}} \left( m_i^{1/3} + m_j^{1/3} \right)^2 \left( \frac{1}{m_i} + \frac{1}{m_j} \right)^{1/2},
\]

(A.78)

\[
K_f = C_a^2 C_s^2 \sqrt{\frac{\pi k_B T}{2}}.
\]

(A.79)

\[
\frac{dM_r}{dt} = \frac{1}{2} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{k=0}^{r-1} \binom{r}{k} K_f m_i^k m_j^{r-k} \left( m_i^{1/3} + m_j^{1/3} \right)^2 \left( \frac{1}{m_i} + \frac{1}{m_j} \right)^{1/2} N_i N_j.
\]

(A.80)

This is equivalent to Equation 36 in the paper. As the term \( (m_i^{1/3} + m_j^{1/3})^2 \) cannot be expanded because of the fractional power, we use a grid function with Lagrangian interpolation.
as described in the paper. An example of grid function resolution is shown later in Section Appendix A.6.

Resolving the surface moment’s coagulation submodel is more difficult because of the fractional nature of the moment. The first term from Equation A.57 cannot be expanded because of the fractional exponential. Like before we use a grid function to resolve the first term of the equation after substituting the $\beta_{i,j}$ values for each regime, Equations A.61 and A.75 into the term. The grid functions to be resolved are $h_{(d)}$ from Equation 51 for the continuum flow regime and $f^{0,0}_{(d)}$ from Equation 37 for the free-molecular flow regime. Grid functions for these equations will not be expanded here and are left up to the reader, but an example of a grid function expansion is found in the following Section, Appendix A.6.

The second term can be expanded by substituting the $\beta_{i,j}$ values for each regime, Equations [A.61] and [A.75] into that term and resolving each into moment expressions. The end result can be seen in Equations 50 and 52 for the continuum and free-molecular flow regimes respectively.

**Appendix A.5. Surface Reactions from Sections 2.2.3 and 2.2.4**

This section refers to surface growth, via HACA, or surface consumption, via oxidation/gasification, as the derivation is the same for all these submodels. In each case, the model derivation is the same, differences only arise in the rate of reaction and the sign of the reaction. The starting point for our derivation deals once again with the number of molecules of a given size changing as molecules grow/shrink to that size and others grow/shrink beyond that size.

$$\frac{dN_i}{dt} = \frac{k_s}{\Delta m} (N_{i-1}S_{i-1} - N_iS_i), \quad (A.81)$$

$k_s$ (kg/m$^2$ s) is the reaction rate per particle surface area and is unique to whichever process we are considering (HACA, oxidation, gasification), $\Delta m$ is the change of mass due to a single reaction. Thus $\frac{k_s}{\Delta m}$ represents the number of reactions occurring per second and unit surface area of particles.

Convolve the definition of a moment, Equation 2 with Equation A.81

$$\sum_{i=1}^{\infty} m_i \frac{dN_i}{dt} = \sum_{i=1}^{\infty} m_i \frac{k_s}{\Delta m} (N_{i-1}S_{i-1} - N_iS_i), \quad (A.82)$$

$$\frac{dM_r}{dt} = \frac{k_s}{\Delta m} \left( \sum_{i=0}^{\infty} m_i S_i N_i - \sum_{i=1}^{\infty} m_i S_i N_i \right). \quad (A.83)$$

If we define the iterations of the sum to be in units of $\Delta m$, then $m_{i+1} = m_i + \Delta m$.

$$\frac{dM_r}{dt} = \frac{k_s}{\Delta m} \left( \sum_{i=0}^{\infty} (m_i + \Delta m)^* S_i N_i - \sum_{i=1}^{\infty} m_i^* S_i N_i \right), \quad (A.84)$$

38
\[ \frac{dM_r}{dt} = \frac{k_s}{\Delta m} \left( (m_0 + \Delta m)^r S_0 N_0 + \sum_{i=1}^{\infty} (m_i + \Delta m)^r S_i N_i - \sum_{i=1}^{\infty} m^r_i S_i N_i \right), \quad (A.85) \]

\[ \frac{dM_r}{dt} = \frac{k_s}{\Delta m} \left( \sum_{i=1}^{\infty} (m_i + \Delta m)^r S_i N_i - \sum_{i=1}^{\infty} m^r_i S_i N_i \right), \quad (A.86) \]

From our definition of \( \langle d \rangle \), Equation 43, we can determine \( S \), representing the surface area of all the particles, and thus \( S_i \), the surface area of particle \( i \),

\[ S = \sum_{i=1}^{\infty} S_i N_i = S_0 \sum_{i=1}^{\infty} \left( \frac{m_i}{m_0} \right)^{\langle d \rangle} N_i, \quad (A.87) \]

\[ S_i = S_0 \left( \frac{m_i}{m_0} \right)^{\langle d \rangle}, \quad (A.88) \]

\[ S_0 = \pi m_0^{2/3} C_s^2. \quad (A.89) \]

Substitute this surface area into Equation [A.86]

\[ \frac{dM_r}{dt} = \frac{k_s}{\Delta m} \left( \sum_{i=1}^{\infty} (m_i + \Delta m)^r \pi m_0^{2/3} C_s^2 \left( \frac{m_i}{m_0} \right)^{\langle d \rangle} N_i - \sum_{i=1}^{\infty} m^r_i \pi m_0^{2/3} C_s^2 \left( \frac{m_i}{m_0} \right)^{\langle d \rangle} N_i \right). \quad (A.90) \]

Substitute the binomial expansion of \((m_i + \Delta m)^r\) into Equation [A.90]

\[ \frac{dM_r}{dt} = \frac{k_s}{\Delta m} \left( \sum_{i=1}^{\infty} \sum_{k=0}^{r} \binom{r}{k} \Delta m^{r-k} m_i^k \pi m_0^{2/3} C_s^2 \left( \frac{m_i}{m_0} \right)^{\langle d \rangle} N_i - \sum_{i=1}^{\infty} m^r_i \pi m_0^{2/3} C_s^2 \left( \frac{m_i}{m_0} \right)^{\langle d \rangle} N_i \right). \quad (A.91) \]

When \( k=r \), the first and second terms cancel out

\[ \frac{dM_r}{dt} = \frac{k_s \pi C_s^2 m_0^{2/3-(d)}}{\Delta m} \sum_{i=1}^{\infty} \sum_{k=0}^{r-1} \binom{r}{k} \Delta m^{r-k} m_i^{k+\langle d \rangle} N_i, \quad (A.92) \]

\[ \frac{dM_r}{dt} = \frac{k_s \pi C_s^2 m_0^{2/3-(d)}}{\Delta m} \sum_{k=0}^{r-1} \binom{r}{k} \Delta m^{r-k} M_{k+\langle d \rangle}, \quad (A.93) \]

which is equivalent to Equation 39.
To resolve the surface moment submodel we go back to Equation  \( \text{(A.90)} \)

\[
\frac{dM_d}{dt} = k_s \pi C_s^2 m_0^{2/3-d} \frac{\sum_{i=1}^{\infty} (m_i + \Delta m)^{d-1} m_i^{d} N_i - \sum_{i=0}^{\infty} m_i^{2d} N_i}{\Delta m}, \tag{A.94}
\]

in this equation, the second term resolves easily, but the first term cannot be expanded because of the fractional exponent. Once again we use a grid function, Equation  \( \text{(A.49)} \), to resolve this term. With the introduction of the grid term, \( g(d) \), and the resolution of the second term we get the equivalence of Equation  \( \text{(A.39)} \).

**Appendix A.6. Expansion of a grid function, Equation  \( \text{(A.37)} \)**

We will expand the grid function for the soot coagulation among whole moments for the free-molecular flow regime as an example of how this grid function is used. This particular grid function is in reference to Equation  \( \text{(A.37)} \) but the expansion process is the same for all grid functions used throughout this work.

Where \( l = 0 \),

\[
f_{0, k-r-k} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \left( \frac{1}{m_i} + \frac{1}{m_j} \right)^0 \left( m_i^{r-k} (m_i^{1/3} + m_j^{1/3})^2 \right) N_i N_j, \tag{A.95}
\]

\[
f_{0, k-r-k} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \left( m_i^{k+2/3} m_j^{r-k} + 2 m_i^{k+1/3} m_j^{r-k+1/3} + m_i^k m_j^{r-k+2/3} \right) N_i N_j, \tag{A.96}
\]

\[
f_{0, k-r-k} = (M_{k+2/3} M_{r-k} + 2 M_{k+1/3} M_{r-k+1/3} + M_k M_{r-k+2/3}). \tag{A.97}
\]

Where \( l = 1 \),

\[
f_{1, k-r-k} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \left( \frac{1}{m_i} + \frac{1}{m_j} \right)^1 \left( m_i^{r-k} (m_i^{1/3} + m_j^{1/3})^2 \right) N_i N_j, \tag{A.98}
\]

\[
f_{1, k-r-k} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \left( m_i^{k-1/3} m_j^{r-k} + 2 m_i^{k-2/3} m_j^{r-k+1/3} + m_i^{k-1} m_j^{r-k+2/3} + m_i^k m_j^{r-k-1/3} \right. \\
\left. + 2 m_i^{k+1/3} m_j^{r-k-2/3} + m_i^{k+2/3} m_j^{r-k-1} \right) N_i N_j, \tag{A.99}
\]

\[
f_{1, k-r-k} = M_{k-1/3} M_{r-k} + 2 M_{k-2/3} M_{r-k+1/3} + M_{k-1} M_{r-k+2/3} + M_k M_{r-k-1/3} + 2 M_{k+1/3} M_{r-k-2/3} + M_{k+2/3} M_{r-k-1}. \tag{A.100}
\]
Where \( l = 2 \),

\[
f_2^{k, r-k} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \left( \frac{1}{m_i} + \frac{1}{m_j} \right)^2 m_i^{r} m_j^{r-k} (m_i^{1/3} + m_j^{1/3})^2 N_i N_j, \tag{A.101}
\]

\[
f_2^{k, r-k} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \left( \frac{1}{m_i} + \frac{1}{m_j} \right)^3 m_i^{r} m_j^{r-k} (m_i^{1/3} + m_j^{1/3})^2 N_i N_j, \tag{A.102}
\]

\[
f_2^{k, r-k} = M_{k-4/3} M_{r-k} + 2M_{k-5/3} M_{r-k+1/3} + M_{k-2} M_{r-k+2/3} + 2M_{k-1/3} M_{r-k-1} + 4M_{k-2/3} M_{r-k-2/3} + 2M_{k-1} M_{r-k-1/3} + M_{k+2/3} M_{r-k-2} + 2M_{k+1/3} M_{r-k-5/3} + M_{k} M_{r-k-4/3}. \tag{A.103}
\]

Where \( l = 3 \),

\[
f_3^{k, r-k} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \left( \frac{1}{m_i} + \frac{1}{m_j} \right)^3 m_i^{r} m_j^{r-k} (m_i^{1/3} + m_j^{1/3})^2 N_i N_j, \tag{A.104}
\]

\[
f_3^{k, r-k} = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \left( \frac{1}{m_i} + \frac{1}{m_j} \right)^3 m_i^{r} m_j^{r-k} (m_i^{1/3} + m_j^{1/3})^2 N_i N_j, \tag{A.105}
\]

\[
f_3^{k, r-k} = M_{k-2/3} M_{r-k} + 2M_{k-3/3} M_{r-k+1/3} + M_{k-3} M_{r-k+2/3} + 3M_{k-4/3} M_{r-k-1} + 6M_{k-5/3} M_{r-k-2/3} + 3M_{k-2} M_{r-k-1/3} + 3M_{k-1/3} M_{r-k-2} + 6M_{k-2/3} M_{r-k-5/3} + 3M_{k-1} M_{r-k-3} + M_{k+2/3} M_{r-k-2} + 2M_{k+1/3} M_{r-k-8/3} + M_{k} M_{r-k-7/3}. \tag{A.106}
\]

These four values, \( f_1^{k, r-k}, f_2^{k, r-k}, f_3^{k, r-k}, \) and \( f_4^{k, r-k} \), are used with a Lagrangian interpolation scheme, Equations \( A.101 \) along with their inter values, 0,1,2, and 3, to find \( f_1^{k, r-k} \).
### Appendix B. Nomenclature

<table>
<thead>
<tr>
<th>Variable</th>
<th>Meaning</th>
<th>Units</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{CO_2}$</td>
<td>Pre-exponential constant for gasification via CO(_2)</td>
<td>$\frac{kg K^{1/2}}{Pa^{1/2} m^2 s \cdot K^2}$</td>
<td>26</td>
</tr>
<tr>
<td>$A_{H_2O}$</td>
<td>Pre-exponential constant for gasification via H(_2)O</td>
<td>$\frac{kg K^{1/2}}{Pa^{1/2} m^2 s}$</td>
<td>26</td>
</tr>
<tr>
<td>$A_{O_2}$</td>
<td>Pre-exponential constant for oxidation via O(_2)</td>
<td>$\frac{kg K^{1/2}}{Pa^{1/2} m^2 s}$</td>
<td>25</td>
</tr>
<tr>
<td>$A_{OH}$</td>
<td>Pre-exponential constant for oxidation via OH</td>
<td>$\frac{kg K^{1/2}}{Pa^{1/2} m^2 s}$</td>
<td>25</td>
</tr>
<tr>
<td>$C_a$</td>
<td>Soot particle collision diameter constant</td>
<td>$m$</td>
<td>13, 15, 41</td>
</tr>
<tr>
<td>$C_{(d)}$</td>
<td>Soot collision radius proportionality constant</td>
<td>——</td>
<td>15</td>
</tr>
<tr>
<td>$C_k$</td>
<td>Precursor collision diameter constant</td>
<td>$m$</td>
<td>10, 11, 13, 41</td>
</tr>
<tr>
<td>$C_s$</td>
<td>Soot particle spherical diameter</td>
<td>$m^{1/3}$</td>
<td>13, 14, 40, 39</td>
</tr>
<tr>
<td>$C_{gi}$</td>
<td>Rate at moment change due to coagulation</td>
<td>$\frac{kg i}{s}$</td>
<td>28, 30, 32, 33</td>
</tr>
<tr>
<td>$C_{ni}$</td>
<td>Rate at moment change due to consumption</td>
<td>$\frac{kg i}{s}$</td>
<td>28, 45</td>
</tr>
<tr>
<td>$\langle d \rangle$</td>
<td>Particle shape factor</td>
<td>——</td>
<td>15, 40, 43, 44</td>
</tr>
<tr>
<td>$d_A$</td>
<td>Diameter of a single aromatic ring</td>
<td>$m$</td>
<td>11</td>
</tr>
<tr>
<td>$d_i$</td>
<td>Collision diameter of species $i$</td>
<td>$m$</td>
<td>8, 10</td>
</tr>
<tr>
<td>$D_{pi}$</td>
<td>Rate at moment change due to precursor deposition</td>
<td>$\frac{kg i}{s}$</td>
<td>28, 41, 43, 47</td>
</tr>
<tr>
<td>$E_{CO_2}$</td>
<td>Activation energy for gasification via CO(_2)</td>
<td>$J$ mole$^{-1}$</td>
<td>26</td>
</tr>
<tr>
<td>$E_{H_2O}$</td>
<td>Activation energy for gasification via H(_2)O</td>
<td>$J$ mole$^{-1}$</td>
<td>26</td>
</tr>
<tr>
<td>$E_{O_2}$</td>
<td>Activation energy for oxidation via O(_2)</td>
<td>$J$ mole$^{-1}$</td>
<td>25</td>
</tr>
<tr>
<td>$f_{1(x,y)}$, $g_l$, $h_l$</td>
<td>Grid functions defined within the text</td>
<td>——</td>
<td>35, 36, 37, 38, 49, 50, 51, 52</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit(s)</td>
<td>Values</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$Gr_i$</td>
<td>Rate at moment change due to surface growth</td>
<td>$kg/s$</td>
<td>28, 40, 45, 48</td>
</tr>
<tr>
<td>$[i]$</td>
<td>Concentration of species $i$</td>
<td>$kmol/m^3$</td>
<td>Table 1, 16</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann constant $(1.38064852e-23)$</td>
<td>$m^2kg/2K$</td>
<td>17, 21</td>
</tr>
<tr>
<td>$k_s$</td>
<td>Rate of a surface reaction</td>
<td>$kg/m^3s$</td>
<td>8, 13, 41, 47</td>
</tr>
<tr>
<td>$K_c$</td>
<td>Computed constant for the continuum regime of particle coagulation</td>
<td>$m^3/kg$</td>
<td>39, 40</td>
</tr>
<tr>
<td>$K_c'$</td>
<td>Another computed constant for the continuum regime of particle coagulation</td>
<td>$kg^{1/3}/m^{1/3}$</td>
<td>31, 32, 33, 50</td>
</tr>
<tr>
<td>$K_f$</td>
<td>Computed constant for the free-molecule regime of particle coagulation</td>
<td>$m^3/kgm^{1/6}$</td>
<td>34, 35, 36, 52</td>
</tr>
<tr>
<td>$k_i$</td>
<td>Kinetic rate constant</td>
<td>$m^3/kmol/s$</td>
<td>Table 1, 17</td>
</tr>
<tr>
<td>$Kn$</td>
<td>Knudsen number</td>
<td></td>
<td>——</td>
</tr>
<tr>
<td>$m_i$</td>
<td>Molecular mass of species $i$</td>
<td>$kg$</td>
<td>2, 6, 9, 10, 11, 13, 17, 22, 24, 27, 29, 30, 31, 34, 37, 39, 40, 42, 43, 46, 48</td>
</tr>
<tr>
<td>$M_i$</td>
<td>Moment $i$ of a PSD</td>
<td>$kg/m^i$</td>
<td>2, 3, 4, 13, 28, 32, 33, 40, 41, 42, 43, 45, 48, 49, 50</td>
</tr>
<tr>
<td>$n_{bins}$</td>
<td>Number of resolved discrete sections</td>
<td>#</td>
<td>1, 7, 29, 42</td>
</tr>
<tr>
<td>$N_i$</td>
<td>Particles/molecules of species $i$</td>
<td>$#/m^3$</td>
<td>1, 2, 5, 7, 13</td>
</tr>
<tr>
<td>$Nu_i$</td>
<td>Rate at moment change due to nucleation</td>
<td>$kg/s$</td>
<td>28, 29, 45, 46</td>
</tr>
<tr>
<td>$P_i$</td>
<td>Partial pressure of species $i$</td>
<td>$Pa$</td>
<td>25, 26</td>
</tr>
<tr>
<td>$r_{consume_i}$</td>
<td>Rate of oxidation/gasification for precursor species $i$</td>
<td>$#/m^3s$</td>
<td>5, 27</td>
</tr>
<tr>
<td>$r_{crack_i}$</td>
<td>Rate of thermal cracking for precursor species $i$</td>
<td>$#/m^3s$</td>
<td>5, 16</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
<th>Page(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_{\text{dep}} )</td>
<td>Rate of deposition for precursor species ( i ) onto soot particles</td>
<td>( \frac{\text{#}}{\text{m}^3\text{s}} )</td>
<td>5, 13</td>
</tr>
<tr>
<td>( r_{\text{form}} )</td>
<td>Rate of formation for precursor species ( i )</td>
<td>( \frac{\text{#}}{\text{m}^3\text{s}} )</td>
<td>5, 6</td>
</tr>
<tr>
<td>( r_{\text{growthi}} )</td>
<td>Rate of surface growth for precursor species ( i )</td>
<td>( \frac{\text{#}}{\text{m}^3\text{s}} )</td>
<td>5, 22</td>
</tr>
<tr>
<td>( r_{\text{nucl}} )</td>
<td>Rate of coagulation for precursor species ( i )</td>
<td>( \frac{\text{#}}{\text{m}^3\text{s}} )</td>
<td>5, 7</td>
</tr>
<tr>
<td>( R )</td>
<td>Ideal gas constant</td>
<td>( \text{mole.K} )</td>
<td>Table 1, 25</td>
</tr>
<tr>
<td>( R_{\text{HACA}} )</td>
<td>Rate of surface growth through the HACA mechanism</td>
<td>( \frac{\text{#}}{\text{m}^3\text{s}} )</td>
<td>26, 17, 22, 39, 40, 48</td>
</tr>
<tr>
<td>( R_{\text{gasification}} )</td>
<td>Rate of gasification</td>
<td>( \frac{\text{kg}}{\text{m}^3\text{s}} )</td>
<td>26, 27, 48</td>
</tr>
<tr>
<td>( R_{\text{i}} )</td>
<td>Reaction rate ( i )</td>
<td>( \frac{\text{#}}{\text{m}^3\text{s}} )</td>
<td>Table 1, Eq.</td>
</tr>
<tr>
<td>( R_{\text{oxidation}} )</td>
<td>Rate of oxidation</td>
<td>( \frac{\text{kg}}{\text{m}^3\text{s}} )</td>
<td>16, 25, 27, 48</td>
</tr>
<tr>
<td>( R_{\text{pyrene}} )</td>
<td>Rate of pyrene molecules created</td>
<td>( \frac{\text{kg}}{\text{m}^3\text{s}} )</td>
<td>6, 6</td>
</tr>
<tr>
<td>( R_{\text{pyrolysis}} )</td>
<td>Rate of precursor release from primary pyrolysis</td>
<td>( \frac{\text{kg}}{\text{m}^3\text{s}} )</td>
<td>44</td>
</tr>
<tr>
<td>( S_i )</td>
<td>Surface area of species ( i )</td>
<td>( \text{m}^2 )</td>
<td>22, 23, 27, 39</td>
</tr>
<tr>
<td>( t )</td>
<td>Time</td>
<td>( \text{s} )</td>
<td>5, 28, 39, 45</td>
</tr>
<tr>
<td>( T )</td>
<td>Local temperature</td>
<td>( \text{K} )</td>
<td>Table 1, 8, 13, 19, 20, 25, 26, 41, 47</td>
</tr>
<tr>
<td>( x_{\text{phe}}, x_{\text{naph}}, x_{\text{tol}}, x_{\text{ben}} )</td>
<td>Fraction of precursors characterized under a type</td>
<td>—</td>
<td>16</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Fraction of surface sites kinetically available for reaction</td>
<td>—</td>
<td>17, 18</td>
</tr>
<tr>
<td>( \beta_{i,j} )</td>
<td>Frequency of collision between species ( i ) and ( j )</td>
<td>( \frac{\text{m}^3}{\text{s}} )</td>
<td>7, 8, 29, 30</td>
</tr>
<tr>
<td>( \Delta m )</td>
<td>Change of mass resulting from a single reaction</td>
<td>( \text{kg} )</td>
<td>31, 34, 39, 40, 49</td>
</tr>
<tr>
<td>( \mu_i )</td>
<td>Reduced moment ( i \left( \frac{M_i}{M_0} \right) )</td>
<td>( \text{kg}^1 )</td>
<td>18, 44</td>
</tr>
<tr>
<td>( \mu_{i,j} )</td>
<td>Reduced mass of species ( i ) and ( j \left( \frac{m_i m_j}{m_i + m_j} \right) )</td>
<td>( \text{kg}^1 )</td>
<td>8, 9</td>
</tr>
<tr>
<td>( \rho_s )</td>
<td>Soot density</td>
<td>( \frac{\text{kg}}{\text{m}^3} )</td>
<td>14</td>
</tr>
<tr>
<td>( \chi_i )</td>
<td>Number of species ( i ) on particle surface</td>
<td>( \frac{\text{#}}{\text{m}^2} )</td>
<td>17, 21</td>
</tr>
</tbody>
</table>
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