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Linear Algebra Review, Norms, Condition Number

• Norms
• notation
• 3 basic properties
• p-norms
• unit balls
• matrix norm, geometric interp.

• Condition number (C)
• “physical” meaning
• In terms of relative errors
• magnitude of C effect on roundoff

• Matrix multiplication
• 2 interpretations
• 2 identities (transpose, inverse)

• Definitions
• range, rank, basis, inner product, 

linear dep/indep, singular matrix
• Ax=b in terms of basis

• interpretation/bais of x, b
• Eigenvalue decomposition

• Geometry of eigenvectors
• Why is EV decomp useful
• How to do it.



Norms

Notation

Properties

triangle inequality

Think of the norm as the vector length



p-norms, unit balls



Induced Matrix Norm

Think of this as the maximum factor that a matrix can stretch a vector

x

Ax



Condition Number

Example



Condition Number



Linear systems

a11 a12 a13 ... a1n

a21 a22 a23 ... a2n

a31 a32 a33 ... a3n

... ... ... ... ...

am1 am2 am3 ... amn

x1

x2

x3

...

xm

b1

b2

b3

...

bm
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Matrix Multiplication: 2 views

A acts on x to produce bx acts on A to produce b

• b is a linear combination of columns of A
• Coordinates of x define scalar multipliers in the 

combination of the columns of A
• Columns of A are vectors: we combine them 

through x to get a new vector b
• Elements of x are like coordinates in the columns 

of A, instead of our usual coordinates i, j, k

• elements of b are dot 
product of corresponding 
row of A and x



Matrix-Matrix Multiplication

Here, the columns of C are linear 
combinations of the columns of A, 
where elements of B are the 
multipliers in those linear 
combinations.

Here, the rows of C are linear 
combinations of the rows of A, 
where elements of B are the 
multipliers in those linear 
combinations.



Identities

b1 b2
a2

T
a1b1 a1b2

a2b1 a2b2

T
b1a1 b1a2

b2a1 b2a2

a1

= = = a1 a2
b2

b1



Definitions

•  Range: the set of vectors (b) that can be written as Ax=b for some x. This is the space 
spanned by the columns of A since b is a linear combination of the columns of A.

•  Rank: the number of linearly independent rows or columns.

• for m x n with full rank with m ≤ n → rank is m.

•  Basis: a basis of vectors spans the space and is linearly independent.

•  Inner product: xTx→s where s is a scalar.

•  Outer product: xxT→M where M is a matrix. (What's the rank?)

•  Linearly dependent set of vectors: at least one is a linear combo of the others

•  Nonsingular matrices are invertable and have solutions to Ax=b.

•  Singular matrices are not invertible.

•  Have less than full rank

•  Have linearly dependent columns (or rows)



Singular Matrices

•  Case a is a unique solution.
•  Case b has no solution.
•  Case c has ∞ solutions
•  Case d is a trivial solution

Numerically singular matrices are almost singular. That is, they may 
be singular to within roundoff error, or the near singularity may 
result in inaccurate results.

(What does this say about their condition number?)



Ax=b Geometry
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Basis, Coordinate Systems

Think of A in terms of its column vectors

• For A⋅x, x are the coordinates in the basis of columns of A: a1 and a2.
• For given b, x is the vector of coefficients of the unique linear 

expansion of b in the basis of columns of A.
• x is b in the basis of columns of A
• x are the coefficients of b in the columns of A
• coefficients of b are coordinates in columns of I 



Basis, Coordinate Systems



Eigenvector Decomposition

Eigen do it if I try!



Eigenvector Decomposition



Eigenvector Decomposition
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