
“Yo, I know π to a thousand places”

... but how many places (digits) to you need to know?



What to learn (and quiz later)...

• Binary
• convert binary to decimal (>1 and <1)

• Floating point representation
• why is it called that?
• how are 1.001E3 and 2.2E-1 added?
• parts of a FP number: names and roles

• Precision
• what is the relative error?
• how many bits in a byte?
• how many bytes in a double?
• In math we have N, Z, Q, R, C

• Which do we have on computers?
• Is a+b+c = a+c+b? Why?

• Roundoff error analysis
• what is 1/10 in binary? (why is 

that interesting?)
• Which is best: a2-b2 or (a-

b)(a+b)?
• Which should make you more 

nervous:               or                   
why?

• Why is subtracting two nearly 
equal numbers “bad?”



Binary

In decimal, we write:
 101325 = 1 · 105 + 0 · 104 + 1 · 103 + 3 · 102 + 2 · 101 + 5 · 100

Convert binary 11010 to decimal

110101 = 1 · 25 + 1 · 24 + 0 · 23 + 1 · 22 + 0 · 21 + 1 · 20

                       =   32  +   16   +    0     +    4     +    0     +    1
                       =   53

What about 101.111?

101.111 = 1 · 22 + 0 · 21 + 1 · 20 + 1 · 2-1 + 1 · 2-2 + 1 · 2-3

                       =   4    +    0     +    1     +    1/2   +    1/4    +    1/8
                       =   5.875



Floating Point

Because the point floats: 101325 = 

                                              101325.E0 = 

                                              101.325E3 = 

                                              1.01325E4

Computers add like you do:
1.57E2 + 2.3E0 =
157.0E0 + 2.3E0 =              (same power of 10)

157.0
+  2.3
---------
159.3

That is, line up the decimals, then add

float and double
• float = 4 bytes = 32 bits
• double = 8 bytes = 64 bits            



Double Precision Representation



From Numerical Recipes



Roundoff Error

x

x’ x”

εmach

Numbers have to be rounded to the nearest number that can be represented

3.1415926535897932

εmach

(loosely, for illustration)



Machine Precision

ε is the smallest number for which fl(1+ ε) > 1

ε is the “relative error”
 RE = (# - #exact) / #exact

Suppose εmach = 0.001,

The exponent part cancels, so εmach is 
just the  smallest nonzero number in 
the mantissa



Roundoff error



Roundoff error disasters

https://web.ma.utexas.edu/users/arbogast/misc/disasters.html



Roundoff error disasters

https://web.ma.utexas.edu/users/arbogast/misc/disasters.html



Roundoff error disasters

https://web.ma.utexas.edu/users/arbogast/misc/disasters.html



Floating Point Analysis

See Jupyter Notebook
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